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Abstract
Maps such as concept maps and knowledge maps are often used as learning materials. These maps have nodes and links, nodes as key concepts and links as relationships between key concepts. From a map, the user can recognize the important concepts and the relationships between them. To build concept or knowledge maps, domain experts are needed. Therefore, since these experts are hard to obtain, the cost of map creation is high. In this study, an attempt was made to automatically build a domain knowledge map for e-learning using text mining techniques. From a set of documents about a specific topic, keywords are extracted using the TF/IDF algorithm. A domain knowledge map (K-map) is based on ranking pairs of keywords according to the number of appearances in a sentence and the number of words in a sentence. The experiments analyzed the number of relations required to identify the important ideas in the text. In addition, the experiments compared K-map learning to document learning and found that K-map identifies the more important ideas.
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1. Introduction
When people learn from textual material, they usually follow the order set by the author, as with reading books. Although this is the most common method of text-based learning, it is not efficient in the following three situations. First, in many cases, people have different levels of prior domain knowledge. However, when they learn from text material, they can only read it from the beginning to the end or use the table of contents to jump directly to a specific chapter. If a learner has a certain level of knowledge, then the index can be used to look for the information on a certain concept. However, the index usually contains hundreds of concepts listed in alphabetical order with no relational information between them. Second, in cases of learning under time pressure the learner can use the table of contents or index to identify the main parts. There is no other specific way to distinguish important information. Furthermore, if a person wants to learn about a domain from a web search, then the time limitation is more critical due to the huge number of documents on the web. Learners can read documents from top-ranked ones down and then stop reading when the time is up. Third, if a document is complex or long, then a reader may find it difficult to recognize the important concepts and the relationships among them.

Concept maps or knowledge maps can be useful in these situations and thus can improve the e-learning experience. Key concepts and relationships can be recognized directly from the map, so learners can identify them with minimum effort. Time can also be saved when the amount of text is shortened.

However, the construction of concept maps and knowledge maps requires manual effort of domain experts. In this paper, a method for automatic generation of maps is proposed and an example of implementation with real-world data is presented.

2. Related work
The section presents the different types of maps currently used for knowledge representation: Concept Map, Knowledge Map, and Topic Map. The advantages and limitations of using each map type are discussed. The last section presents previous work on automatic construction of maps relevant to the field of learning.
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2.1. Concept map

A concept map is a visuospatial representation of knowledge with text and graphical elements such as arrows, lines, ovals, and squares. It consists of nodes, containing a concept or item, and links connecting two nodes to each other and describing their relationship, where each node-link relation makes a proposition.

Concept maps are theoretically grounded in cognitive learning theory. Based on Ausubel's theories of assimilation and subsumption (Ausubel, 1968), which state that the most important single factor influencing learning is what the learner already knows, Novak and Musonda (1991) initially developed concept mapping tools to search for better ways to represent the learners’ knowledge.

Since then, concept maps have been used in various areas such as assessment tools (McClure, Sonak, & Suen, 1999), cooperative learning tools (Stoyanova & Kommers, 2002), anxiety reduction tools (Czerniak, 1998), and tools that increase efficiency of search engines (Carvalho, Hewett, & Cañas, 2001). Computer-based environments for concept mapping have been developed, such as the dynamic concept map proposed by Nesbit and Adesope (2005), in which audio presentation is synchronized with a node-link image. Cañas et al. (2005) developed CmapTools, tools that enable concept maps to be combined with multimedia resources. Chu, Lee, and Tsai (2011) developed a concept map learning system with ontology technology to help users search the concept map to help reduce the user's cognitive load. Ruiz-Martínez, Valencia-García, Fernández-Breis, García-Sánchez, and Martínez-Béjar (2011) developed the MCRDR tool for concept acquisition in the biomedical domain. However, these methods did not automatically create the concept map for learning.

2.2. Knowledge map

Holley and Dansereau (1984) first developed knowledge maps, and Wiegmann, Dansereau, McCagg, Rewey, and Pitre (1992) added types of links, which include type, characteristic, part, results in, leads to, and example. Knowledge maps are very similar to concept maps, in terms of structures, goals, benefits, and areas of application; however, knowledge maps have specific types of links. A knowledge map is also a two-dimensional graphical display that presents information, but the method of relationship designation in knowledge maps distinguishes the technique from other types of maps such as concept maps (Amer, 1994). O'Donnell, Dansereau, and Hall (2002) summarized findings on the field of knowledge maps over 12 years: students who use knowledge maps recall a greater number of central ideas than do students who use texts (Hall, Dansereau, & Skaggs, 1992); students with low verbal ability or low prior knowledge benefit the most from the presentation of information in a knowledge map format with recall (Rewey, Dansereau, Skaggs, Hall, & Pitre, 1989); students who use knowledge maps as supports when interacting with peers in cooperative learning environments learn more effectively; and information is recalled better when presented in well-structured maps designed according to Gestalt principles than when presented in less well-structured maps (Wiegmann et al., 1992). Also, knowledge maps were found to help general purpose conceptualization processes (Gomez, Morenoa, Pazosa, & Sierra-Alonso, 2000) and to help users reduce their anxiety and increase motivation (Hall & O'Donnell, 1996).

2.3. Topic map

A topic map is an ISO standard (ISO/IEC 13250, 2003) for describing knowledge structures and associating them with their resources. A topic map contains basic concepts, such as Topics, Associations, and Occurrences (Pepper, 2000). A topic map also consists of topics and relationships between them. If the word ‘topic’ is generalized to ‘word’, topic maps are more or less similar to concept maps, except that topic maps are more focused on standards. Böhm, Heyer, Quasthoff, and Wolff (2002) introduced a way to construct an initial set of topic maps or extend/optimize a given map using text mining technology. Dicheva and Dichev (2006) developed an environment for e-learning, called TM4L, where people use topic maps for learning. The TM4L is an environment for building, maintaining, and using standards-based, ontology-aware e-learning repositories, based on the idea that concept-driven access to learning material implemented as a Topic Map can bridge the gap between a learner and targeted knowledge. The goal was to support an efficient context-based retrieval of learning content tailored to the needs of a learner working on an educational task. Other learning environments include a ubiquitous learning system (Wang & Wu, 2011), English e-learning system (Wang & Liao, 2011), and performance analysis e-learning system (Jia et al., 2011).

2.4. Automatic construction of maps

In recent years interest in automatically building concept maps has grown. Chen and Xia (2009) reviewed research about automatic construction of concept maps. They first presented a traditional concept map construction method achieved by hand which includes the following steps: concept selection, concept classification, appointing the central concept, and connecting concepts and cross-concepts, and then described auto-construction concept map methods based on document information retrieval and concept extraction. Chen, Kinshuk, Wei, and Chen (2008) proposed a way to construct concept maps automatically from academic papers. They used author keywords as keywords after pre-processing and defined relations among them with four assumptions:

Each keyword listed in a research article represents one essential concept.

If two keywords appear in one research article, it implies that a certain relation exists between these two keywords.

The higher the frequency of occurrences of two keywords appearing in one sentence, the higher the relation is between them.

The shorter the ‘distance’ between two keywords in one sentence, the higher the relation is between them.

To define a relation in this study, two factors are considered, implicitly assuming the first two assumptions. One factor is how frequently two keywords appear in a sentence together, which is the same as the third assumption. The other factor is how big a role the two keywords play in a sentence. As the number of the words in a sentence increases, the weight of each word decreases. In other words, the score of a relation in a shorter sentence is higher than the score of the relation in longer sentences. We excluded the fourth assumption, because our
experiments showed no direct relation between the ‘distance’ of words in a sentence and their semantic relation. Each relation has its own score, and it is used to rank the relations.

Tseng, Sue, Su, Weng, and Tsai (2007) proposed a Two-Phase Concept Map Construction (TP-CMC) approach to automatically construct a concept map for a course from the learner’s past test data. The first phase uses Fuzzy Set Theory to transform the numeric data into symbolic ones. The second phase uses multiple rule types to analyze the mined association rules and also uses a heuristic algorithm to remove redundancy and circularity when building concept maps. Relations in the concept map indicate learning paths. Hou, Ong, Nee, Zhang, and Liu (2011) proposed GRAONTO, generating graphs of documents and using random walk term weighting to estimate the relevance of the information of a term to the corpus from both local and global perspectives. The Markov Clustering algorithm was used to disambiguate terms with different meanings and group similar terms to produce concepts. Urfat and Korhan (2009) introduced a way to extract key concepts and relations among learning concepts. To extract key concepts, n-gram, a sequence of characters that stands for a word, was used with a dictionary of technical terms. To extract relations (relevance) from sentences, three features were considered: word co-occurrences, logarithmic concept weights, and augmented normalized candidate learning concept frequency.

Previous work focused on automatic construction of maps and on construction of maps for learning based on user past learning experience. This paper proposes a method of automatic map generation from unexplored material for e-learning purposes and presents an implementation example with real-world data.

3. Model

3.1. Overview

K-map is a knowledge map that has nodes and links. Nodes are keywords that are considered important concepts for a specific domain, and links are relations between two keywords. The system uses several documents related to a certain domain to generate a K-map. Fig. 1 is an example of the K-map Tools screen shot automatically generated from a set of documents about John F. Kennedy. The map has 18 keywords and 30 relations. Links have different thicknesses. Each link has a different score and thickness, when a higher score yields a thicker link. K-map Tools serves as a K-map learning environment.

K-map has a hyperlink for each relation. If the user clicks a relation, all the sentences that have two keywords at both ends of the relation will be visible. For example, if a relation between ‘Kennedy’ and ‘president’ is chosen, Fig. 2 appears. In Fig. 2, all sentences that have the words ‘Kennedy’ and ‘president’ are displayed. The user can read some of the sentences and acquire domain knowledge from them. If the user chooses any sentence, the sentence can be directly accessed in the original document (Fig. 3).

With K-map Tools, the user can control the number of keywords and relations. Keywords and relations will appear and disappear according to their ranking and the limit that the user sets. This function assists in reducing map shock (Dansereau, Dees, & Simpson, 1994) since the user can resize the map freely. There is a concept search window that helps the user search for a specific concept. When a relation has too many sentences, a user can be overwhelmed and lose interest. In this case, the words extracted from the set of sentences are believed to represent the relation. There are five extracted words for the relationship between ‘Kennedy’ and ‘Vietnam’ (Fig. 4). If the user chooses one of those words, K-map Tools will show the sentences that have ‘Kennedy’, ‘Vietnam’, and the word chosen. In Fig. 5, the word is ‘withdraw’. These words categorize the initial sentences.

With K-map Tools, as the user handles the K-map two tasks are accomplished: searching and learning. In current search engines two steps occur in the searching and learning process. The first step is the user typing in the words the user wants to know about; those words can be considered the topic. Then the search engine shows the user a list of the documents related to the query. The user goes over the list

![Fig. 1. Screen shot of K-map tools - knowledge map of John F. Kennedy.](image-url)
and at some point chooses a document and starts reading it. The same process is repeated until enough has been learned about the topic.

With current search engines, there may be inefficiencies – the user may not understand important concepts, may miss key concepts, or may waste time trying to find a right document.

However, with K-map the user doesn’t have to find a right document, because the map already has extracted sentences, categorized by keyword pairs. The user can recognize the key concepts and the strongly connected key concepts and obtain a holistic view of the domain. Thus, K-map improves the searching and learning process.

The sentences are organized according to key concepts. The user selects the key concepts to learn about and then reads the sentences that are relevant to these concepts. Therefore, in most cases the context of the sentences is already defined and presented to the user through the use of the concepts and relations. After the user sees visually the context of the sentences as defined by the concepts and relations, the user can then read them.
3.2. Model structure

In this section, the processes of K-map construction are described. Model construction consists of three parts, which are keyword extraction, relation extraction, and relation labeling.

3.2.1. Keyword extraction

In the first phase, keywords are extracted from a set of documents. The documents can be manually chosen or chosen from the user's query. Each term will receive a weight using the term weighting algorithm. Keywords will be selected from the top-ranked terms set by a limit given by the K-map user. Before running the term weighting algorithm, stop words, such as “and” and “the,” are deleted from original sentences of a document. Next, a stemming process is conducted with those sentences that don’t have stop words. The stemming process cuts the original word down to the root. For example, after the stemming process, the words “run,” “running,” and “runs” become the same word, which is “run”, because all the words have the same meaning. To stem words, Porter’s algorithm was used in the K-map system (Porter, 1980). Once these pre-processes are finished, we can use a term weighting algorithm to weight terms. The weighting algorithm is based on the Term Frequency/Inverse Document Frequency (TF/IDF) method (Salton & Buckley, 1988). The formula below is the weighting method using TF/IDF.

Fig. 4. Screen shot of K-map tools categorizing sentences with more words.

Fig. 5. Screen shot of K-map tools categorizing sentences with added word ‘withdraw’.
Two sets of experiments were performed to examine the K-map model. The first set of experiments examines whether the K-map model extracts the more important sentences in a text by analyzing the number of important sentences extracted versus the less important ones. The second set of experiments compares the results of learning performance between two groups, which are a Document-based learning group and a Map-based learning group.
4.1. Recall of important sentences

4.1.1. Method
In this experiment, the recall of important sentences of the K-map model was compared to human classification. Each sentence in the text is assigned to one of three classes (A, B, C) according to the importance of its information. Three graders were asked to classify the sentences. All the graders were graduate students with English as a second language and the same mother tongue. To decrease misunderstandings and biases, they were given enough time to read documents thoroughly and discuss the contents on the level of each sentence. In case of disagreement the decision was made based on the majority classification.

Each sentence was assigned its classification according to one of the following:

- Class A: Sentences that have main ideas or play a major role in understanding the topic.
- Class B: Sentences that support main ideas or are partially helpful in understanding the topic.
- Class C: Sentences that are not related to the topic or are not helpful.

The experiments were conducted on two topics, a New York Times news article titled “Are Bad Knees in Our Genes?” (September 29, 2010, 986 words, 44 sentences) and an article from Wikipedia titled “Stock Market Bubble” (1044 words, 45 sentences).

4.1.2. Recall results of important sentences
4.1.2.1. News article. The article has a total of 44 sentences. After the three graders decided the class of the sentences, the article had 8 sentences of class A, 25 sentences of class B, and 11 sentences of class C. Then we examined two cases. The first case was using K-map with 8 concepts (3% of the total number of words in the article). The second case was using K-map with 24 concepts (9% of total words). Since relationships in K-map have rankings, the assumption was that the learner would learn from the first ranked relationship to the lower ones.

Fig. 6 shows the accumulative number of sentences that a user of K-map can reach, with the ranking information, when K-map has 8 concepts. X-axis represents the number of relations that a user accesses in the order of ranking. Y-axis is the number of sentences that a user accesses by choosing relations. The graph shows that sentences in class B are extracted more than others.

Fig. 7 represents the percent of important sentences extracted for each category. Y-axis is percentage of extraction for each level. Sentences in class A have the highest extraction rate, followed by sentences in class B. Sentences in class C have a far lower extraction rate.

The same experiment was conducted with 24-concept K-map. The results are displayed in Figs. 8 and 9. For example, if a user reads sentences from the top three relations, the user is going to access 22 sentences. Among them, the number of class B sentences is 15, the number of class A sentences is 6, and the number of class C sentences is only 1. In percentages, the sentence extraction percentage of class B is 60% and that of class A is 75%, while that of class C is 9.09%. The results emphasize the gap between the extraction rate of class C sentences and that of class A and B sentences.

4.1.2.2. Wikipedia article. The article has 45 sentences in total. After the three graders decided on the class of the sentences, the article had 14 sentences of class A, 20 sentences of class B, and 11 sentences of class C. Then we examined two cases. Fig. 10 presents the number of sentences that the user of 3% K-map (9 concepts) can reach and Fig. 11 the percentage of sentences using 3% K-map.

The results show that the extraction percentage is not that high, even with sentences in classes A and B. Since the map was built with 9 concepts, we can infer that this article has a greater number of important concepts. Similarly, Figs. 12 and 13 display the results with a map of 27 concepts (9% of total words). This time, overall extraction rate has increased as number of accessed relations increases. With the 33rd relation, extraction rate of class A sentences reached 100%, which means the user accessed all the main idea sentences, by accessing the top 33 relations.

4.2. Learning performance
4.2.1. Method
The second experiment examined learning performance according to free recall of main ideas. The number of extracted idea units from the Document group was compared to the number of extracted idea units from the Map group. The number of extracted not-important idea units was also compared.

![Fig. 6. Number of sentences extracted in 3% K-map.](image-url)
To gather participants, on-line and off-line advertisements were posted at several places in a university campus one week before the experiment date. Only undergraduate and graduate students with English as a second language and the same mother tongue were accepted. Participants were randomly assigned to two groups. Furthermore, participants were allowed to use electronic dictionaries. A total of 35 students participated in the experiment. One participant was later found to have lived in an English-speaking country for more than 8 years, so this participant’s result was excluded because it could influence the overall result. Except for this participant, one year of life in an English-speaking country was the longest time among participants and was not thought to have a critical effect that could distort the results.

Participants were asked to write everything they learned from the material after 8 min of learning time. Graders who did not have any information about the groups determined the free recall scores for all the participants. Since this experiment deals with free recall a different grading method was selected, 0–1–2, since these sentences were created by the participants and can include more than one important topic.
and cannot be mapped directly to the A–B–C classification. The scoring technique is a modification of the scoring technique used in Dansereau et al. (1994). The graders read the participants’ answer sheets sentence by sentence and divided each sentence into smaller ones so that each sentence had only one piece of information, which is called an idea unit. Then the graders matched each idea unit to the contents of the document set. The idea unit received a score ranging from 0 to 2, where:

0: The idea unit is completely inaccurate or cannot be matched to one of the idea units from the documents.
1: The idea unit is partially matched or partially accurate.
2: The idea unit is completely accurate and matched.

The total score of an answer sheet was the sum of the scores of the idea units.

4.2.2. Result of free recall test

Table 1 presents the results of the free recall test of both groups. Observed mean, standard deviation, and sample size are shown.

To statistically compare the results, Anderson–Darling test was conducted for normality. Both groups were found to have normality (Document group: \( p = 0.208 \), Map group: \( p = 0.608 \)). Also, these two groups were found to have equal variances with F test \( (p = 0.874) \) and Levene test \( (p = 0.955) \). Finally, t-test was conducted with the two groups. The result indicates that there is no statistical difference in average score between the two groups \( (p = 0.886) \).

Table 2 analyzes the number of idea units between the two groups without considering how accurate each idea unit is.

The Map group and Document group both have normality (Document group: \( p = 0.190 \), Map group: \( p = 0.695 \)). Also the two groups have the equal variance with F test \( (p = 0.806) \) and Levene test \( (p = 0.954) \). The result of t-test shows that there is no difference between the two groups \( (p = 0.901) \). In other words, there is no difference in the number of idea units extracted.

Initially, we expected that the recall in the Document group would be higher than the recall in the Map group. When the user learns with documents, the user follows the author’s lead: in other words, the user reads a document from the beginning to the end. If the user learns with K-map, however, even though the user reads several sentences together on the same page, the user may have to put more effort into reading them, because there is no flow between sentences and each sentence is independent from others.

However, the result of this experiment did not indicate a difference in average score. Since the participants’ background was similar, a possible reason can be the short period of time: since the experiment time was relatively short (8 min), participants did not lose concentration. If the time period is longer, then it is more likely that the score of the Map group would be higher than that of Document.
group. Reasons such as concentration on reading documents for long time periods or the learning curve of the K-map model could influence the learning performance. Further experiments are needed to find out the effects of time constraints.

4.2.3. Comparison between amount of information and Sentence importance level

As in the first experiment (Section 4.1), learning performance was analyzed. Idea units were extracted from participants’ answer sheets and listed. The three graders selected a classification of the importance of each idea unit. The class of the idea unit was decided according to the class chosen by the majority of graders.

Criteria for scoring sentences are similar to what appears in Section 4.1. Basic standards are the same, but they are more specified to minimize the differences among graders. The topic was the American scientist Carl Sagan. The document set consisted of three articles from three different Internet Web sites, Wikipedia (4370 words), Crystal Link (1746 words), and Imdb (603 words). All three documents described Carl Sagan’s life.

The classifications were:

A: An idea unit that describes things that are directly related to the topic, so that it is thought to be highly informative.
B: An idea unit that describes things that are directly related to the topic, but is not thought to be highly informative.
C: An idea unit that describes things that are not related to the topic, so that it is thought to be not informative.

4.2.4. Comparison of the amount of not-important information

The results show that the two groups have different amounts of information not related to the main ideas of the topic. Since idea units in class C can be considered as not informative, the average number of C class idea units was compared. Table 3 shows statistical data such as mean number of C class idea units, standard deviation, and sample size.

<table>
<thead>
<tr>
<th>Group</th>
<th>Observed mean</th>
<th>SD</th>
<th>Sample size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Document group</td>
<td>28.47</td>
<td>10.44</td>
<td>17</td>
</tr>
<tr>
<td>Map group</td>
<td>29.00</td>
<td>10.87</td>
<td>17</td>
</tr>
<tr>
<td>Total</td>
<td>28.74</td>
<td>10.50</td>
<td>34</td>
</tr>
</tbody>
</table>
Since normality test does not indicate that data from the Map group do not have normality (p < 0.005), non-parametric test (Mann-Whitney test) was applied to check whether there is a difference in the amount of unrelated information. The result indicates there is a difference (p = 0.0031). The results show that the Document group learned more non-important information than did the Map group.

5. Discussion

The experiments analyzed the performance of the domain knowledge map (K-map) model. From the first set of experiments (Section 4.1), we can see that K-map filters sentences that are not important to the understanding of the contents. The user can have access to at least 70% of the sentences classified as important. This percentage can be increased by having more concepts in K-map. Since parts that are not important were filtered out of the map, the user can reduce the time needed to grasp main ideas.

The results in Section 4.2.2 show that Document group and Map group can recall the same amount of information. The results of Section 4.2.4 show that there is a difference in the amount of unrelated information between the two groups. Therefore, the Document group has more unrelated information than the Map group does, and therefore the Map group has more of the important information than the Document group does.

Once participants finished writing answer sheets in the experiment, they were encouraged to describe the disadvantages of K-map from their experiences. Their description of the disadvantages was collected for critical analysis of usability and for further research of the model. Five issues are discussed below.

First, the same sentence appears repeatedly in many relations. For example, if a sentence has a word phrase “stock market bubble” and K-map has the words stock, market, and bubble for its keywords, this sentence will appear in at least three relations, which are stock market, stock-bubble, and market bubble. Participants mentioned that they lost interest in learning when they saw sentences that repeatedly appeared. To reduce the inefficiency, the user needs to be informed which sentence was accessed before and which is new, so that the user does not have to read the same sentences again. One method is assigning each sentence to one relation, but here we need to have a reasonable reason why this sentence has to be in this relation. Another method is using a color code. The system stores the information regarding which sentences the user already accessed and changes the color of the sentences to inform the user that the sentence was already read. Another method can give already-accessed-sentences lower rankings when they appear in other relations and therefore position them further down in the list of sentences, so that the user can distinguish these sentences.

Second, since there are many relations on the map, some users mentioned that they clicked the same relation twice. This problem can be solved by letting them know what relations were already viewed by using different colors, similar to the second solution in the first issue.

Third, some users mentioned that although they read sentences of a relation, they sometimes barely grasped the real relationship between the two concepts. K-map only displays sentences that have chosen keywords, which are placed at both ends of a relation. It does not really describe what the relationship really is. K-map just tries to help users infer relationships by showing related sentences. This issue is considered a more difficult problem to solve. The words that represent the relationship will be mostly verbs. One option is automatic relation label selection. If extracting a relation label is successful, a proposition will be made in noun-verb-noun form, which makes K-map have concept map features.

Fourth, when a user clicks a relation, several sentences can be viewed. But there is no relationship among them. Having no predefined labeled relation sometimes made it difficult for participants to read the sentences, because there was no context among sentences. This is one of the shortcomings of learning only from K-map. The user is encouraged to first learn broad and overall knowledge about the domain and then to choose appropriate documents based on the knowledge they learned from the map and to reapply the K-map process.

Fifth, some users mentioned that some keywords appearing on the map did not look like keywords for the domain. This issue appears because the system automatically extracted keywords and thus the accuracy of these keywords is lower than that of keywords manually selected by domain experts. However, K-map can improve as keyword extraction techniques develop.

6. Conclusion

The work presented a method for automatic creation of knowledge maps. The method was analyzed using the K-map Tool for information recall and for identification of important ideas. The experiments performed show the number of relations required to identify the important ideas in the text. Furthermore, according to the experiments, K-map provides a mechanism with which to distinguish the more important sentences. Therefore, K-maps show promise as a tool for e-learning environments.
K-map offers multiple benefits, especially when used in an e-learning platform. A user can see the key concepts in a domain and can identify which concepts are strongly related to others. A user reading sentences can directly access a relevant document from a certain sentence. Future work includes analyzing whether K-map can function as a search engine. By exploring the map, a user can learn about the domain at some level of knowledge without accessing original documents. Exploring a knowledge domain using K-map can help the user see the holistic picture. Allowing the user to choose relations based on keywords can promote selective learning about the domain, which is hardly possible when learning from text.

References