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Abstract

In the process of analyzing knowledge innovation, it is necessary to identify the existing boundaries of knowledge so as to determine whether knowledge is new – outside these boundaries. For a patent to be granted, all aspects of the patent request must be studied to determine the patent innovation. Knowledge innovation for patent requests depends on analyzing current state of the art in multiple languages. Currently the process is usually limited to the languages and search terms the patent seeker knows. The paper describes a model for representing the patent request by a set of concepts related to a multilingual knowledge ontology. The search for patent knowledge is based on Fuzzy Logic Decision Support and allows a multilingual search. The model was analyzed using a twofold approach: a total of 104,296 patents from the United States Patent and Trademark Office were used to analyze the patent extraction process, and patents from the Korean, US, and Chinese patent offices were used in the analysis of the multilingual decision process. The results display high recall and precision and suggest that increasing the number of languages used only has minor effects on the model results.

1. Introduction

In the analysis of the boundary of knowledge, such as in the process of granting patents, there is a difference between the need to locate knowledge and the need to identify whether similar knowledge exists. The search of the boundary of knowledge examines whether given concepts exist, while regular knowledge search looks for instances of existing concepts. Contemporary knowledge-based services depend on using existing knowledge, while Patent Knowledge Extraction is required to assist in identifying similar domains and patterns that will facilitate the decision whether to grant the patent request (Cong & Tong, 2008). Furthermore, another difficulty is that patents in different countries are not classified under one classification system and employ multiple languages.

Conversely, to invalidate a patent, relevant documents must be identified as “prior art”, open to the public before the patent was filed. Analysis of patents involves searching for relevant patents and documents that could invalidate a claim within the patent or for a set of patents that could invalidate a claim when used together.

The main problem encountered when searching for existing patents is verifying that all relevant documents related to the current invention were retrieved. If a relevant document is missed, low recall, then a patent could be granted to an already existing work. Conversely, retrieving an irrelevant document, low precision, would only lead to minor additional work from the patent inquirer or decision maker. The current decision process for granting patents averages 3–4 years depending on the specific field of technology. The main advantage of the model presented here is that it decreases the time required to review a patent request by supplying a semi-automatic guided search. The model aims at benefitting both the patent office decision maker who needs to decide whether to grant a patent for each request and inventors and companies that would like to inquire about existing patented technology.

In the growing number of open markets, the identification of patent knowledge is a challenging task due to the language barrier. Analyzing knowledge innovation for a patent request usually involves identifying the main concepts of the invention and searching for existing documents relating to the innovation. The process of knowledge analysis is usually limited to the languages of the patent seeker.

The Patent Knowledge Extraction method described in this paper presents a model based on ontology for the domain representation of the patent request combined with Fuzzy Logic for the decision support. The Patent Knowledge Extraction method has two main advantages: the knowledge is represented using the ontology modeling technique and the user is presented with powerful reasoning in knowledge extraction using the Fuzzy Logic methods.

The Patent Knowledge Extraction method is based on free text input in the language of the patent. An example of a sample patent
input in Korean is displayed in Fig. 1. Current methods require translation of the patent or identification of the main related issues manually before searching for similar patents in multiple languages. The proposed solution is based on the automatic identification of related concepts represented in multiple languages and on the automatic extraction of relevant documents in different languages.

The Patent Knowledge Analysis model is described in Fig. 2. The model is based on two types of inputs. The first type is the patent submission request document, which is written in free text (Fig. 1). The second type is the queries performed by the service user, the patent officer, on either structured text or free text. Queries on structured text can be performed by adjusting relevant concepts weights. Queries on free text can be performed by modifying proposed concepts descriptors. The model assists in extracting relevant knowledge for determining the likelihood that the patent request is covered by previous patents or existing knowledge. The model allows the decision maker an option to drill down and identify the reasoning and to modify the requirements or the decision qualifications for each patent request. The Patent Knowledge Analysis model includes the following main modules: Patent Knowledge Extraction, Patent Domain Representation, Multilingual Domain Representation, Fuzzy Logic Knowledge Interface, and Fuzzy Logic Decision Support. The arrows represent the process flow, and the dotted arrows represent data extraction from the Patent Domain Representation, the Multilingual Domain Representation, and the storage of the Patent Ontology and the Patent Corpus.

The Patent Knowledge Extraction process is based on extracting knowledge from the free text based documents. The extraction process includes the identification of keywords that describe the context of the patent request and the association of relevant weights to each descriptor. The Patent Knowledge Extraction process forwards the knowledge to the Patent Domain Representation and Multilingual Domain Representation modules.

The Patent Domain Representation is based on using a multilingual ontology that allows all existing patents to be mapped according to the predefined concepts. Each concept is represented in multiple languages. The process allows the patent officer to create new concepts according to which existing patents can be automatically classified. The process can also be used to cluster the patents in order to seek new patent classifications.

The Multilingual Domain Representation process is directed by the patent officer who classifies the patent domain according to the user perspective of the knowledge. The knowledge is usually defined according to the domain of expertise and languages of the patent officer. Consequently, a specific patent can be classified both by the general concepts and by an existing structure that defines the patent office workers’ expertise. The multilingual representation allows the user to classify the patent in one language and match it with similar patents according to the multilingual ontology.

The problem of patent search is that the inquirer cannot always find those documents that have the maximum relevance, because of the crisp approach which is defined as the exact approach of searching for relevance in database systems. Fuzzy Set theory...
Ontologies have been defined and used in various research areas, including philosophy (where it was coined), artificial intelligence, information sciences, knowledge representation, object modeling, and most recently, e-commerce applications. In his seminal work, Bunge defines Ontology as a world of systems and provides a basic formalism for ontologies (Bunge, 1979). Typically, ontologies are represented using Description Logic (Borgida & Brachman, 1993; Donini, Lenzneri, Nardi, & Scharf, 1996), where subsumption typifies the semantic relationship between terms, or Frame Logic (Kifer, Lausen, & Wu, 1995), where a deductive inference system provides access to semi-structured data. Ontologies are used widely used in the Semantic Web with ontology languages OWL (Bechhofer et al., 2004) and OWL 2 (W3C OWL Working Group, 2009).

Recent work has focused on ontology creation and evolution and in particular on schema matching. Many heuristics were proposed for the automatic matching of schemata (e.g., Cupid (Madhavan, Bernstein, & Rahm, 2001), GLUE (Doan, Madhavan, Domingos, & Halevy, 2002), and OntoBuilder (Gal, Modica, Jamil, & Eyal, 2005)), and several theoretical models were proposed to represent various aspects of the matching process (Melnik, 2004; Madhavan, Bernstein, Domingos, & Halevy, 2002). The ontology matching workshop is dedicated to research on schema matching in areas such as learning of link specifications (Ngomo, Lehmann, Auer, & Höfling, 2011) and data interlinking evaluation (Euzenat, 2012).

The realm of information science has produced an extensive body of literature and practice in ontology construction, e.g. (Vickery, 1966). Other undertakings, such as the DOGMA project (Spyns, Meurers, & Jarrar, 2002), provide an engineering approach to ontology management. Work has been done in ontology learning, such as Text-To-Onto (Maedche & Staab, 2001), Mapping Context to Ontology (Segev & Gal, 2007), and OntoMiner (Davulcu, Vadrevu, Nagarajan, & Ramakrishnan, 2003), to name a few. Finally, researchers in the field of knowledge representation have studied ontology interoperability, resulting in systems such as Chimaera (McGuinness, Fikes, Rice, & Wilder, 2000) and PROMPT (Noy & Musen, 2000).
search in existing work. We believe that the value of this research in comparison to existing research lies in the joint application of ontology matching and Fuzzy Sets, a combination that enables a searcher-friendly service that considerably decreases the search time period and expands the relevant results.

2.4. Patent retrieval

Previous workshops in Information Retrieval (IR) have targeted patent documents. During the NTCIR Workshops (Iwayama, Fujii, Kando, & Marukawa, 2006; Fujii, Iwayama, & Kando, 2004) a patent retrieval task was organized in which a test collection of patent documents was produced and used to evaluate a number of participating IR systems. In the NTCIR-3 patent retrieval task, participant groups were required to submit a list of relevant patent documents in response to a search topic consisting of a newspaper article and a supplementary description. Search topics were in four languages. All topics were initially written in Japanese and were manually translated into English, Korean, and traditional or simplified Chinese. In NTCIR-4 the search topic files were Japanese patent applications that were rejected by the Japanese patent office. The English patent abstracts were human translations of the Japanese patent abstracts. Currently, the NTCIR tasks aim at machine translation of sentences and claims from Japanese to English. Other work analyzed Japanese–English cross-language patent retrieval using Kernel Canonical Correlation Analysis (KCCA), a method of correlating linear relationships between two variables in the kernel defined by feature spaces (Li & Shawe-Taylor, 2007). Additional approach of patent classification dealt with identification of trends from patents using self-organizing maps (Segev & Kantola, 2012).

The Workshop of Cross-Language Evaluation Forum (CLEF 2009) (Roda, Tait, Piroi, & Zenz, 2010) gave separate topic sets for the language tasks, when the document language of the topics was English, German, and French. CLEF-IP included Prior Art Candidate Search task (PAC) and Classification task (CLS). Participants in the PAC task were asked to return documents in the corpus that could constitute prior art for a given topic of patents. Participants in the CLS task were given patent documents that had to be classified using the International Patent Classification codes. In addition, evaluations were performed on chemical datasets in chemical IR in general and chemical patent IR in particular. A chemical IR track in TREC (TREC-CHEM) (Lupu, Huang, Zhu, & Tait, 2009) addressed the challenges in chemical and patent IR.

Retrieval methods included language models, vector-space and probabilistic approaches, and translation resources ranged from bilingual dictionaries, parallel and comparable corpora to online MT systems and Wikipedia. Groups often used a combination of more than one resource. Although different implementations took part in the PAC and CLS tasks, the retrieval models presented a uniform approach to the translation problem. There was a very strong indication of the validity of the Google Translate function (Ferro & Peters, 2010).

Previous work analyzed automatic patent retrieval, while we describe a method that involves a manual decision process assisted by an automatic suggestion of relevant concepts related to patents. In addition, the proposed method allows concept generation and patent extraction in multiple languages without the need to translate the patent or the query.

3. Patent Knowledge Analysis model

The implementation of the model begins when the patent office user initializes the process of evaluating the patent request in his native language (Fig. 1). The model identifies the main context of the patent, a set of descriptors which are semantically related to the patent. A simple syntactic search might look for documents relating to a descriptor, such as Length, which appears in the text. However, the described model expands the search results to include documents related to additional descriptors, such as Wave in Chinese or Distance in Korean, that are not mentioned in the text. The patent officer can perform a query regarding a patent request. The query is the patent document itself. The query is represented by a context, a set of textual descriptors. The context of the patent is matched with ontology concepts which are also represented by sets of descriptors. Each patent is matched with concepts in the ontology based on overlap between descriptors.

3.1. Patent Knowledge Extraction

Each patent claim is analyzed separately through the Domain Representation process. To analyze the claims, a context extraction algorithm and a term frequency/inverse document frequency algorithm can be used. To handle the different vocabularies used by different information sources, a comparison based on context is used in addition to simple string matching. A context comparison involves comparing the set of descriptors which represent the patent but are not limited to words appearing in the document. For each document the context is extracted by the Patent Knowledge Extraction and then compared with the ontology concept by the Patent Domain Representation.

3.1.1. Context extraction

We define a context descriptor c, from domain DOM as an index term used to identify a record of information (Mooers, 1972), which in our case is a patent claim. It can consist of a word, phrase, or alphanumeric term. A weight w ∈ R identifies the importance of descriptor c, in relation to the patent. For example, we can have a descriptor c1 = Length and weight w1 = 2. A descriptor set \( \{ (c_i, w_i)\} \) is defined by a set of pairs, descriptors and weights. Each descriptor can define a different point of view of a concept. The descriptor set eventually defines all the different perspectives and their relevant weights, which identify the importance of each perspective.

By collecting all the different view points delineated by the different descriptors, we obtain the context. A context C = \( \{ (c_i, w_i)\} \) is a set of finite sets of descriptors, where i indexes each context descriptor and j represents the index of each set. For example, a context C may be sets of words (hence DOM is a set of all possible character combinations) defining a patent and the weights can represent the relevance of a word in a descriptor set to the patent. In classic Information Retrieval, \( (c_i, w_i) \) may represent the fact that the word c is repeated w times in the patent.

The Patent Knowledge Extraction process uses the World Wide Web as a knowledge base to extract multiple context descriptors for the textual information. This use of the World Wide Web has the following three advantages. First, use of the Internet takes advantage of an existing database that is not limited to a predefined knowledge domain. Second, the Internet can serve as an unlimited knowledge domain that is constantly updated and maintained. The noise introduced when querying the Web for specific knowledge can be overcome by analyzing large amounts of data extracted by multiple queries. Last but not least, the Web provides a perfect infrastructure for the proposed method because of its multilingual nature. The Web allows queries to be performed in one language and the results to be received in multiple languages automatically, without the need to translate.

The algorithm input is defined as a set of textual propositions representing the patent claim description. The patent claim is separated into sentences, when each sentence forms a textual proposition. The algorithm produces for each textual proposition a set of descriptors. The result of the algorithm is a context – sets of descriptor terms that are related to the propositions. The context
3.1.2. Term Frequency/Inverse Document Frequency

The external weight of each concept is determined according to the number of retrieved Web references related to the concept and the number of references to the concepts in the patents. In addition, the Term Frequency/Inverse Document Frequency (TF/IDF) method analyzes the patent from an internal point of view, i.e., what concept in the text best describes the patent.

TF/IDF is a common mechanism in IR for generating a robust set of representative keyword/term descriptors from a corpus of documents, although other methods can be used for classifying text streams by keyword descriptors (Yang, Zhang, & Li, 2011). The TF/IDF method is applied here to the patent documents. By using a large enough corpus of documents, irrelevant terms are more distinct and can be thrown away with a higher confidence. To formally define TF/IDF, we start by defining \(freq(t_i, D)\) as the number of appearances of the term \(t_i\) within the document \(D\). We define the term frequency of each term \(t_i\) as:

\[
tf(t_i) = \frac{freq(t_i, D)}{|D|}
\]

We define \(D_{\text{patent}}\) to be the corpus of patent documents. The inverse document frequency is calculated as the ratio between the total number of documents and the number of documents that contain the term:

\[
idf(t_i) = \log \left( \frac{|D_{\text{patent}}|}{|\{D : t_i \in D\}|} \right)
\]

The TF/IDF weight of a term, annotated as \(w(t_i)\), is calculated as:

\[
w(t_i) = tf(t_i) \times idf^2(t_i)
\]

While the common implementation of TF/IDF gives equal weights to the term frequency and inverse document frequency (i.e., \(w = tf \times idf\)), we chose to give higher weight to the idf value. The reason behind this modification is to normalize the inherent bias of the \(tf\) measure in short documents (Robertson, 2004). Stop word filtering before the TF/IDF was found to be unnecessary in the experiments since the algorithm applies low weights to the stop words. However, additional stop word filtering can be added in the Fuzzy Logic Decision Support module for each relevant language.

3.2. Multilingual ontology domain representation

An ontology \(O \equiv (CR)\) is a directed graph, with nodes representing a set of concepts \(C = \{c_1, c_2, \ldots, c_k\}\) (things in Bunge’s terminology (Bunge, 1977; Bunge, 1979)) and edges representing relationships \(R\). We define a single concept as represented by a name and a context. A concept can consist of multiple context descriptors and can be viewed as a meta-representation of the patent domain. The added value of having such a meta-representation is that a concept is associated with multiple contexts, each in a different language. Each context descriptor can belong to several ontology concepts simultaneously, thus defining the relation between them according to the shared context descriptors. For example, a context descriptor \(\text{Length,}2\) can be shared by many ontology concepts that have length analysis as a relation, such as \(\text{Distance in Korean}\) or \(\text{波}\) (Wave in Chinese), although it is not in their main role definition (and hence, low weight is assigned to it).

The relevance of the patent information to each concept is evaluated according to the weight attributed to each concept. The weight is calculated according to the number of references to the concept in the Web combined with the number of references to the concept in the document (Section 3.1.1). For example, a patent can be associated with concept \(\text{Distance}\) with weight 0.4 and with concept \(\text{波}\) (Wave) with weight 0.3 (Fig. 3).
alternative methods of ontology merging exist (Euzenat & Shvaiko, 2007), a method based on multilingual ontology-based knowledge management (Segev & Gal, 2008), which performed well in European languages, was adopted.

To process the patent claims by mapping the contexts to existing ontologies, the following method is proposed. Let \( O_1, O_2, \ldots, O_n \) be a set of ontologies, each representing different domain knowledge.

To evaluate the matching of the concepts with the patent claims context, a simple string-matching function is used, denoted by match\(_{str} \). This function returns 1 if two strings match and 0 otherwise. Misspelled words would have already been filtered out by the Web search engine or low TF/IDF ranking. \( P \) is defined as the patent claims, and \( C^P \) is the patent context descriptor set. Also, \( n \) is defined as the size of \( C^P \).

The match between the concept \( c_j \) and the patent context descriptor set is defined as the sum of the descriptor matching values:

\[
\text{match}(P, c_j) = \sum_{t_i \in C^P} \text{match}_{str}(t_i, c_j)
\]

The overall match between the ontology and the patent is defined as a normalized sum of the concept matching values:

\[
\text{match}(P, O_i) = \frac{1}{n} \sum_{j=1}^{n} \sum_{t_i \in C^P} \text{match}_{str}(t_i, c_j)
\]

A similar process is performed for all patents in the corpus. When a new patent request is processed, the first step involves the ontology matching process. Once the patent request is classified, the following relations with existing patents can occur:

- If the patent is related to concepts that are associated with existing patents, the decision process requires reviewing the existing patents and comparing them to the request.
- If the patent is not related to concepts that are similar to existing patents, the decision maker can extend the search according to related concepts until related patents are identified with overlapping concepts associated with the patent request (Fig. 3).

If the second option is encountered, the decision maker faces a dilemma of whether to grant the patent based on the relation of existing patents to the current patent. To assist in the process of decision making in these instances, a Fuzzy Logic process is presented.

### 3.4. Fuzzy Logic Knowledge Interface

In fuzzy information retrieval the relevance of the index terms is expressed by a fuzzy relation: \( R: X \times Y \rightarrow [0,1] \) where the membership value \( R(x,y) \) for each \( x_i \) and \( y_j \) represents the grade of relevance of index term \( x_i \) to document \( y_j \) (Aliev & Aliev, 2001). The basic scheme of fuzzy information retrieval is shown in Fig. 4 where \( U1 \) is a fuzzy set representing a particular query. When \( U1 \) is composed with Thesaurus \( T \), then \( U2 \) becomes a query augmented by associated index terms: \( U2 = U1 \circ T \). Usually \( \circ \) is understood as the max–min composition (max–min implication) (Aliev & Aliev, 2001). Other implication relations can be used, but in this work we use max–min.

The role of Fuzzy Thesaurus \( T \) can be carried out by a set of ontologies that are further linked to the lexical database Wordnet (Fellbaum, 1998), [c.f. (Segev & Gal, 2007)]. In the proposed approach, the role of the fuzzy thesaurus \( T \) is carried out by the ontology matching process \( O \). The relevance of the set of concepts
and their weights to each patent supplies the fuzziness of the system. The basic scheme of fuzzy information retrieval $U_2$ becomes a query augmented by associated index terms from ontology matching: $U_2 = U_1 \times O$ (Fig. 5). Term operands are Fuzzy Sets as described in Section 2.3.

For the Fuzzy Logic ontology matching function, the search by string uses binary string matching (full match) and the search by degree uses the mathematical functions of the specified vague or strict Fuzzy Sets (degree of match from perfect match to no match). Vague and strict functions are displayed in Fig. 6.

Max–Min composition is used for association between concepts. The equation for matching the patent context descriptor set, $C^P$, representing the patent claims, and the concept $C$ matching function is

$$\text{match}(C^P, C) = \min(|\{c_i, W_i\}|/W_i \geq \mu_{\text{Strict}})$$

The inquirer can inspect all the documents that have support $D$, or she can filter the inspection to those supported by some $\xi$-cuts (Aliev & Aliev, 2001). The search index must have full relevance to the document index. The membership functions of the Fuzzy Sets allow us to set what the response to the index is. With this we can determine the strength of the “matching response” depending on different situations. The inquirer can manually augment the patent query by setting $\xi$-cut to a lower level, which can expand the number of documents retrieved from the existing data set. For example, $\xi$-cut level 0.5 would also bring up those documents that are meaningful to a specific search but not to a full degree. Setting $\xi$-cut to a very low level would bring up those documents that are vaguely related to a given query. Since a person finds it difficult or impossible to think of the concepts that are vaguely related to the original query, using ontology matching to augment the original query is justified.

3.5. Fuzzy Logic Decision Support

Fig. 6 shows an example of the proposed approach. Say the patent officer is examining patent claims. The user can expand the search to other possibly related concepts as well by selecting a mode for extended search by choosing Strict mode or Vague mode. In the Strict search mode the system is tuned to find those patent documents that are closely related to the original document, and in the Vague search mode the system is set up to find documents that are loosely related to the original document. The user enters a document into the Web based ontology matching process. A list of related concepts, together with the degrees of relevance, is presented. The degree of relevance ($\mu$) is calculated based on the concept weight in searched documents provided by the ontology matching algorithm and fuzzy membership functions. The fuzzy set defined by the membership function is different for the “Strict” and for the “Vague” search modes.

The Strict and Vague membership functions result in different degrees of relevance with the same weight from the ontology matching algorithm. For example, the weight 0.28 for the Wave concept from the ontology matching algorithm results in 0.5 (degree of relevance) according to the Vague membership function but only in 0.23 according to the Strict membership function. Concept weight 0.06 for the Distance concept returns 0.32 in Vague mode and 0 in Strict mode. The parameters for the membership functions were adjusted according to tests performed during the model implementation. Fig. 7 illustrates how the $\xi$-cuts are used to filter the new expanded set of results. For example, in Strict mode the Wave concept is part of the new expanded index set if the $\xi$-cut is set to a level of 0.15. However, the Distance concept is not part of the result set if the $\xi$-cut level is 0.48.

The patent officer can adjust the expanded search by selecting a “Strict” or “Vague” search mode and also by setting the $\xi$-cut level of the concepts (and hence the number of relevant documents retrieved) to gradually move from a Low, Medium, or High level. According to this proposed method, the patent officer can carry out expanded searches by using her own language. Therefore, the user does not need to convert meanings to some numerical scale, index, or variable. The method offers more meaningful results and at the same time provides a more human-like search approach for the users.

4. Patent model implementation

The implementation of the model is currently being tested at the Korean Intellectual Property Office (KIPO). KIPO seeks to improve the ability to identify and classify new patents. KIPO’s goal is to optimize the examination infrastructure, improve the quality of examinations, and enhance the effectiveness of quality management.

The quality of a patent has two different meanings. From an economic perspective, it refers to the patent’s technological value or profitability. From a legal perspective, it refers to the soundness of the decision to grant a patent and exclusion of any reasons for invalidation.

Customers have recently shown a preference for high-quality patent examinations over speedy examinations. There is also a new international grouping of major Intellectual Property (IP) offices. The trilateral cooperation among the US, Japan, and Europe has been expanded to include Korea and China. These five major offices, known as IP5, are undertaking ten foundation projects designed to improve the quality of examinations and promote the creation of high-quality patents. The IP5 offices handle an aggregate of approximately 1.35 million patent applications, which represent 76 percent of all the patent applications filed throughout the world. KIPO has operated the IP search database since 1999 and, according to the patent technology information sharing policy, has uploaded a total of 85 patent technology databases from 21 countries and five IP offices and has continuously updated them. KIPO has also been offering them online at http://www.kipris.or.kr/since2000. There are about 173 million pieces of patent information on the database as of 2008, and the quantity of information is increasing, up by 14 million pieces from 2007 to 2008.
Fig. 8 shows the Fuzzy Logic Ontology Context Knowledge (FLOCK) demonstrator application that was used to test the model described in this paper. The basic steps in the use of the demonstrator are as follows:

Find the new patent application document by loading a “New patent” document.

1. Select Vague or Strict search mode from the radio button list.
2. Set the filter (μ-cut level) to a suitable level. The top filter filters the Internal (I) concepts based on the TF-IDF algorithm. The bottom filter filters the External (E) concepts based on the Web context retrieval.
3. Manually discard some general search terms, such as map, design, and music, by selecting those search terms and clicking them. The result of steps 2 and 3 can be seen in the “Search terms” list automatically.
4. Approve the search terms (Approved search terms list) by clicking either (A) Search patents (string) button or (B) Search patents (degree) button to locate the target folder for patent documents and to search for relevant documents. All common document types are searched. The String search is traditional string matching search, whereas the Degree search compares the context matching index of the new patent application to the context matching indexes of the existing patents.
5. See the documents found by the application on the list on the right. The patent officer can now look into those existing patents.

The proposed method was tested in Korean, English, and Chinese. The context matching algorithm searches the Internet using the language in the new patent application, and the results are extracted in multiple languages, allowing the patent database to be
searched in multiple languages. For example, a new patent application written in Korean is matched against Internet content written in Korean, English, and Chinese, and patents written in all these languages can be searched.

The FLOCK system for extracting concepts and relevant patent documents was evaluated by six KIPO patent officers who routinely process patent requests. A patent officer regularly analyzes each patent claim in relation to all existing patents worldwide.
The FLOCK system enables the patent officers to review each patent and remove concepts that, in their experience, would minimize the number of irrelevant documents, such as *map* or *design*.

5. Experiments

The experiments analyzed the model for representing the patent request by a set of concepts related to existing knowledge in multiple languages. The search for patent knowledge is based on applications of Fuzzy Sets and Fuzzy Logic Decision Support to allow the query expansion for relevant documents. The model was analyzed to evaluate the relevance of the concepts representing the patent. Different methods are used in combination with Fuzzy Logic in the process of identifying relevant documents. Furthermore, the model was analyzed to evaluate the relevance of the patents extracted in multiple languages.

5.1. Concept relevance analysis

5.1.1. Data set and methods

The first set of experiments analyzes different methods of evaluating the relevance of the concepts. The data consists of a total of 104,296 patents extracted from the United States Patent and Trademark Office. The patent documents included free text description of the patents with no specific classification. From the patents collected, a random set of 141 patents was processed through the Patent Knowledge Extraction process as described in Section 3.1. The patents were analyzed using the Fuzzy Logic module as described in Section 3.4. The interface is based on the FLOCK system as described in Section 4.

Four different methods were used to analyze the patents extraction process. The four methods represent different classifications for determining the weight for each concept:

- Number of Web references retrieved that are related to the concept (Web).
- Number of references to the concepts in the patent (File).
- Equal weight to both the number of Web references and patent references to the concept (Web + File).
- Square root of the sum of the number of Web references squared and the number of patent references squared \((\sqrt{\text{Web}^2 + \text{File}^2})\).

5.1.2. Experiments results

The first set of tests analyzed the relevance of the concepts extracted in relation to the number of files retrieved according to the concept weighting techniques. The results are presented in Fig. 9. The X-axis represents the number of files retrieved and the Y-axis the number of concepts in logarithmic scale. The results of all four methods display that the top ranking concepts are the most relevant, since the number of patent files retrieved decreases as the number of concepts decreases. This is especially evident for the top 10 ranking concepts.

The next set of tests analyzed how many of the top ranking concepts are relevant. The analysis is based on evaluating all 104,296 patents against all the concepts identified. As the number of top ranking concepts is decreased, the results should show a decrease in number of relevant files retrieved. This test included simple string matching of concepts, unlike the previous weighted concept file comparison used in the previous tests. Fig. 10 displays the number of concepts versus the number of files extracted. It can be clearly seen that for only up to the top 10 ranking concepts does the simple string matching extraction of all patents have additional value. The string matching allows the patent officer to limit the number of extracted results up to 11.41% of the total amount of patents in the data set according to three of the methods and 1.41% according to the Web method. The comparison of the results in Fig. 9 shows the advantage of weighted concept comparison versus simple string matching. In the weighted value extraction the use of all four methods allows the user to consistently limit the number of extracted results up to a single file.

The last set of tests analyzed the four different methods to evaluate their effect on the concepts retrieved. Fig. 11 displays the method comparison of number of concepts in relation to the \(\alpha\)-cut. The X-axis presents the \(\alpha\)-cut value and the Y-axis the number of concepts in logarithmic scale used for the relevant \(\alpha\)-cut. The Web-based method of extracting concepts according to the number of appearances on Web pages declines the fastest. This means less flexibility for the patent officer who analyzes the results. The most flexible results, which allow a gradual process of extracting new concepts, are achieved by the method that calculates the square root of the squares of both methods. Another interesting issue is that the method using the number of references to the concepts in the patents yields better results than the method of just giving equal weight to both the number of Web references and the number of patent references to the concept.

The method comparison of the number of weighted files retrieved as a result of the \(\alpha\)-cut is displayed in Fig. 12. Unlike the previous set of results, which analyzed the concepts and which showed that the methods presented different gradual declines, these results indicate that all methods seem to decline at a similar rate.
slope rate. However, the beginning and ending points of decline are shifted. The decline shift appears similar to the order in Fig. 11, where the Web methods degenerate first and the method based on integrated square root of Web and File references begins and ends the decline last. The results suggest that the main emphasis in the extraction processes should be related to the number of relevant concepts.

5.2. Patent retrieval analysis

5.2.1. Data set and methods

The second set of experiments analyzed the patent retrieval performance using precision and recall. The data consist of a total of 169 patents extracted from the Korean Intellectual Property Office, United States Patent and Trademark Office, and China Patent and Trademark Office. The patent documents included free text description of the patents from classifications such as location based systems, organic, and food. The patents collected were processed through the Patent Knowledge Analysis model implementation. The experiments analyzed precision and recall of the patent extraction process. The precision is calculated as the fraction of retrieved patents relevant to the search divided by all the retrieved patents. The recall is calculated as the fraction of retrieved patents relevant to the search divided by all the relevant patents.

5.2.2. Experiments results

The first set of tests analyzed precision versus recall for the patents. A randomly selected set of 10 patents was used, and the precision and recall were calculated for each patent according to a predefined set of 17 different $\alpha$-cut values. An ideal result for a recall versus precision graph would be a horizontal curve with high precision value; a poor result has a horizontal curve with a low precision value. The recall-precision curve is widely considered by the Information Retrieval community and patent officers to be the most informative graph showing the effectiveness of the methods. The average precision versus recall is displayed in Fig. 13. The results present high relevance and accuracy with precision falling below 80% only when recall reaches 65.56%.

Fig. 14 presents the worst sampled patent results where the precision drastically declines after the recall increases over 73.68%. The sharp decline can be explained by an increasing amount of irrelevant concepts that are added to the concept collection at this stage. Manual filtering by the patent user can decrease the decline. Fig. 15 presents the best sampled patent results. The results achieve 100% precision until the recall drops below 46.92%.

The second set of experiments analyzes how the increase in the number of languages used in the data set influences the recall and precision. Fig. 16 presents two data sets. The first data set includes only the Korean patents. The second data set includes the Korean, US, and Chinese patents. The recall versus precision results display a minimal difference between the two graphs at any specific point. Furthermore, the increase in the number of languages did not de-
crease all the values to create a similar graph shifted downward as expected. The results suggest that the increase of the number of languages used can have minor effects on the model.

5.2.3. Multilingual corpora comparison results
The second set of experiments analyzes corpora of different languages. The analysis evaluated the method dependence on different languages and how the increase in the number of languages used in the data set influences the recall and precision. Fig. 17 presents four data sets. Three data sets include patents from only one language corpus: English, Korean, and Chinese. The fourth data set includes the Korean, US, and Chinese patents as a single corpus.

The recall versus precision results display higher results for the Korean and Chinese results than for the English patents. These results point out that the English patent retrieval results actually bring down the overall average. A possible explanation could be the similarity between the languages of the Far East, which are more similar to one another than to English. Another possible explanation is that patent related documentation often includes professional vocabulary that is mostly in English. Thus, the retrieval of a document in English based on an original patent in Korean or Chinese will be more successful than will be the retrieval of a document in Korean or Chinese based on a patent in English.

The recall versus precision results display small differences between the graphs at any specific point. Furthermore, the increase in the number of languages did not decrease all the values to create a similar graph shifted downward as expected. The results suggest that increasing the number of languages used can have minor effects on the model.

5.2.4. Domain corpora comparison results
The experiments analyzed the precision and recall based on a different corpus based on specific domains. Patents from two different and assumed non-related domains were selected, Location and Organic Food. The average Location domain based results ap-
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pear in Fig. 18, and the average Organic Food domain based results are displayed in Fig. 19.

Although in both domains the method performs well, the comparison of both figures shows that domain dependent corpus does influence the results. Possible explanations could be dependent on the domain vocabulary where Location based patents employed a vocabulary commonly used only in this domain, while Organic Food patents can include words which are used in other domains, such as Ruby Red, PureSport, or CakeShooters, leading to a decrease in precision for high recall values. Manual filtering by the patent user can decrease the decline, especially if the user can identify the competing corpus that could be eliminated from the search.

6. Discussion

The technique was presented to patent examiners and managers in order to evaluate the adoption and acceptance among real users of the interactive solution offered by the system. The model, implemented as a system, was presented to both the Korean Intellectual Property Office (KIPO) and the Israeli Patent and Trademark Office. The evaluation included a presentation and collection of possible issues relating to the model.

The most critical issue was the objection of the patent examiners to their replacement by the system, although the system was presented as only a decision support system. Although this evaluation cannot be quantified, it does display the results perceived by the users. Other issues that were raised related to patent ownership, since the emphasis is on multilingual patents. The search through multilingual patents involves searching through patents in multiple countries, and this search, which requires the transfer of ownership rights between countries, is not within the scope of this paper.

The last issue raised was the complexity of the model, since the expansion of the implementation to all the patents filed at patent offices, such as KIPO, is an important issue for all the decision makers. An evaluation of processes in the model identified the response of the Vivisimo online search engine for each input as a time consuming process. To overcome this limitation, the use of parallel processing and parallel computing was analyzed. The analysis showed that parallel processing can improve the performance of processing 30 million patents to approximately 32 months on a single computer. Furthermore, the use of multiple computers in parallel will cut down time performance considerably, since there is no overhead for parsing the workload. For example, the use of 32 computers in parallel could result in processing the patents within one month.

7. Conclusion

The patent search model described in the paper allows queries to be performed on the boundaries of existing knowledge. The model shows promise in extending the field of patent search, where the patent inquirer or decision maker can automatically classify the concepts related to the patent, unlike manual patent classification which has been used in the past (Wanner et al., 2008). The results show the advantage of query expansion in the search process, which is based on extracting relevant knowledge from the Web instead of limiting the search to concepts that appear in the patent itself. In addition, the results present the advantage of weighted concept search over the simple string search performed today. The method allows the user to perform a gradual expansion of the related work using Fuzzy Sets and assists in minimizing the time required to make a patent-related decision.

The Mandani and Assilian (1975) type of fuzzy system models have four modules: fuzzification, rulebase, inference engine, and defuzzification modules. Further research includes adding all four of these modules to the work proposed in this paper so as to design and add enhanced humanlike capabilities to patent search. Future work also includes analyzing the model in relation to the strict versus vague fuzzy search modes, as well as analyzing additional rule-based techniques of decision making. Another direction is to continue to extend the model to other languages.
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