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Abstract—The last decade has witnessed a tremendous growth of web services as a major technology for sharing data, computing
resources, and programs on the web. With increasing adoption and presence of web services, designing novel approaches for efficient
and effective web service recommendation has become of paramount importance. Most existing web service discovery and
recommendation approaches focus on either perishing UDDI registries, or keyword-dominant web service search engines, which
possess many limitations such as poor recommendation performance and heavy dependence on correct and complex queries from
users. It would be desirable for a system to recommend web services that align with users’ interests without requiring the users to
explicitly specify queries. Recent research efforts on web service recommendation center on two prominent approaches: collaborative
filtering and content-based recommendation. Unfortunately, both approaches have some drawbacks, which restrict their applicability in
web service recommendation. In this paper, we propose a novel approach that unifies collaborative filtering and content-based
recommendations. In particular, our approach considers simultaneously both rating data (e.g., QoS) and semantic content data (e.g.,
functionalities) of web services using a probabilistic generative model. In our model, unobservable user preferences are represented by
introducing a set of latent variables, which can be statistically estimated. To verify the proposed approach, we conduct experiments
using 3,693 real-world web services. The experimental results show that our approach outperforms the state-of-the-art methods on

recommendation performance.

Index Terms—Web service recommendation, service discovery, collaborative filtering, content-based recommendation, hybrid approach,

three-way aspect model, data sparsity

1 INTRODUCTION

FTER a decade of research and development, web services
have become one of the standard technologies for sharing
data and software and the number of web services available
on the web is constantly increasing [1], [2], [3], [4], [5]. This
increase has been further accelerated by the emerging cloud
computing as a new computing paradigm for provisioning of
diverse services on demand [6], [7]. According to a recent sta-
tistics from seekda . com, there are 28,606 web services avail-
able on the web, offered by 7,739 different providers. This
increasing adoption and presence of web services calls for
novel approaches for efficient and effective service recommen-
dation, which is a critical issue in many practical applications
such as service discovery and composition [8], [9], [10], [11].
Web service recommendation is the process of auto-
matically identifying the usefulness of services and proac-
tively recommending services to end users. We can also view
web service recommendation as the process of service selec-
tion augmented with end user behavior analysis to achieve
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relevant and accurate service suggestions. Traditional web
service discovery centers around universal description, dis-
covery and integration (UDDI) registries [12]. Unfortunately,
UDDI is no longer the choice of publishing web services, evi-
denced by the shutdown of the public UDDI registries by big
players such as IBM, Microsoft, and SAP [13]. Over the last
decade, a considerable number of web service discovery
approaches have been proposed [14], [15] and several web
services publication websites have emerged such as WebSer-
viceList,! XMethods,? and ProgrammableWeb.® These
approaches and websites largely exploit keyword-based
search techniques and are insufficient to fully describe the
functionalities of web services. Furthermore, accommodation
for non-functional characteristics such as quality of service
(QoS) of web services during the service selection and recom-
mendation are very limited [16], [17]. In a recent work by
Zheng et al. [8], [18], a web service search engine is designed
and developed that ranks web services not only by functional
similarities to a user’s query, but also by non-functional QoS
characteristics of web services.

The main goal of our work is to advance the current
state-of-the-art on web services recommendation. More
specifically, our work is inspired by the following obser-
vations. To find desirable web services by using web
service search engines, a user normally has to supply
the queries and often at a loss as to what queries are
appropriate (e.g., which keywords should be used, what
values should be set for a QoS attribute). Another

1. http:/ /www.webservicelist.com
2. http:/ /www.xmethods.net
3. http:/ /www.programmableweb.com
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problem is that web services that do not satisfy the user’s
search query are completely excluded from the recom-
mendation list. It is therefore desirable that a recommen-
dation system selects probably-preferred web services by
estimating user preferences without requiring users to
explicitly specify those preferences.

In the last few years, two main service recommendation
techniques have been proposed: namely collaborative filtering
(CF) and content-based recommendation (CBR). Collaborative
filtering [8], [19], [20, [21], [22] is a technique that has been
widely used for recommending items (web services in our
case) to a given user by considering other similar users’ rat-
ings on the items. For instance, suppose that a user likes
web services s, and s;. If there are many other users who
like s, and s, also like service s, then service s. should
probably be recommended to that user. Although this tech-
nique is effective, one big problem is that web services with-
out having a considerable set of user interactions (e.g.,
newly deployed web services) cannot be recommended,
which is also known as the cold start problem. On the other
hand, content-based methods [23], [24], [25] recommend
web services based on the similarity of user preferences and
the descriptive information of web services (e.g., service
functionalities). Newly-deployed web services can be rec-
ommended by this technique. Unfortunately, associating
user preferences with web service content is not a trivial
task and very few solutions have been proposed. In current
web service search engines, queries that represent user pref-
erences are typically prepared by users, which may not be
an easy task for the users.

In this paper, we propose a novel approach for web ser-
vice recommendation by unifying collaborative filtering
and content-based recommendation in a normative manner.
Our approach exploits the advantages of both techniques
that enables more accurate recommendations with a rich
variety. More specifically, our approach is built on a three-
way aspect model [26] that directly represents unobservable
user preferences as a set of latent variables, which can be
statistically estimated using algorithms such as expectation
maximization (EM) [27]. In a nutshell, the main contributions
of our work are as the following;:

e We conduct an extensive analysis on the existing rec-
ommender systems as well as the tasks on web ser-
vice recommendation. We identify three main
requirements, including high recommendation accu-
racy, recommendation serendipity, and recommending
newly-deployed services. It is important to consider
these requirements for designing and developing
effective web service recommender systems.

e We propose a novel hybrid approach that combines
collaborative filtering and semantic content-based
methods for service recommendation. Our approach
exploits a three-way aspect model that simultaneously
considers the similarities of users and semantic
content of web services. User preferences are repre-
sented using a set of latent variables that can be
statistically estimated. We further develop two strat-
egies (data smoothing and implicit user-descriptor aspect
model) to specifically deal with the overfitting prob-
lem caused by data sparsity.

e We conduct extensive experiments using real-world
web services to verify the proposed approach. A dataset
[8] consisting 5,825 web services are carefully examined
and 3,693 live web services are selected and used in the
experiments. The experimental results show that our
approach achieves better recommendation perfor-
mance than the conventional collaborative filtering and
content-based methods applied separately.

The remainder of the paper is organized as follows.
Section 2 discusses web service recommendation require-
ments and overviews two complementary recommendation
approaches. Section 3 introduces our unified web service
recommendation approach. Section 4 describes techniques
dealing with data sparsity. Section 5 reports our experimen-
tal results. Finally, Section 6 overviews the related work and
Section 7 offers some concluding remarks.

2. WEB SERVICE RECOMMENDATION

In this section, we discuss the main requirements on web ser-
vice recommendation that we target in this paper, formalize
the service recommendation task, and briefly introduce two
typical recommendation approaches: collaborative filtering
and content-based recommendation.

2.1 Requirements in Service Recommendation
Accuracy is an important metric when assessing a recom-
mender system. However, there is an increasing awareness
that good accuracy alone does not necessarily give users an
effective and satisfying experience. From the analysis of the
existing recommender systems by Herlocker et al. [28] and
our consideration of the specific tasks of service recommen-
dation, we identify the following three major requirements in
order to conduct an effective service recommendation task:

e High recommendation accuracy. A good recommender
system should recommend more relevant web serv-
ices and fewer irrelevant ones, particularly in the sit-
uations where required information are not available
(e.g., missing QoS of some services) [8].

e  Recommendation serendipity. Recommending services
that are already known to a user can be found unsat-
isfactory or meaningless. If the recommended serv-
ices are not familiar to the user, the chances of
finding new web services that match the user’s
requirements would increase [28].

o  Recommending newly deployed services. Overcoming
the cold-start problem not only enables users to find
newly-deployed web services, but also enhances the
recommendation serendipity.

As discussed in the introduction, neither collaborative fil-
tering nor content-based recommendation can satisfy all the
three requirements. Our approach will unify both methods
for effective service recommendation. In the rest of this sec-
tion, we will first formalize the service recommendation
task, and then briefly introduce collaborative filtering and
content-based recommendation.

2.2 Service Recommendation Task
Letd ={ul|l,...,N,} and S ={s]|1,...,N,} be the set of

users and web services in a recommender system
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respectively. Here A, and N are the number of the users
and the services. The relationship between service users
and web services can be denoted by a user-item matrix R:

R:{Tu,s|1SUSNU71SSSNs} (1)

An entry in R, denoted by r, 5, represents a vector of QoS
values (e.g., response time) of service s that is observed by
the service user u. When user u has not invoked a service s,
ry,s = 0. It should be noted that most entries in R are empty
in real-world applications. The reason is that the number
of services invoked by each user is usually very small.
Collaborative filtering based approaches use R for service
recommendation.

In content-based recommendation, the content of each
service is represented as a vector of several features
extracted from e.g., the WSDL file and the short service
description. Let NV ; be the number of features and c,; be the
value of the tth feature of service s. By collecting all the fea-
ture vectors, we can have the content matrix C as:

C={cs |1 <s <N, 1<t< Ny} (2)

Given a target user u, content-based approaches use C for
service recommendation. Unlike collaborative-based
approaches, they do not consider the results from other
users. We will discuss further the two different kinds of
approaches in the following sections.

2.3 Collaborative Filtering

Collaborative filtering predicts rating scores of a user for
web services by considering other users’ rating on the serv-
ices. CF is generally decomposed into two techniques: merm-
ory-based and model-based. Memory-based CF consists of
user-based approaches that predict the ratings of active
users based on the ratings of similar users found, while
item-based CF methods predict the ratings of active users
based on the computed information of items similar to those
chosen by the active user. Pearson Correlation Coefficient is
widely used to calculate similarities between users and pre-
dicts QoS values based on similar users in memory-based
CF [8], [29], [30]. Based on the predicted QoS values, the
web service with the best score or the top n web services are
selected for the recommendation. The probability of a ser-
vice s being recommended to a user u can be calculated
using this method as the following:

Zu/ cu Sy o Yo 5 , (3)

sim,
u' el

Qu,s =
ORTS

where y,, ; is the estimated value, and sim,,,, measures the
preference similarity of users v and «’, using the following
formula:

Simu,u/ - ZSES(Tu’,s - 7“_;) (TU«,S - 7Tﬂ) 7 (1)

\/Zses(ru',s - T_QL)Q\/ZSES(,F“"S — 777,)2

where r, ¢ is the score given to service s by user «/, 7, and
Tw represent the average rating values of user v and o'
respectively (u,u’ € U), and s € S is the web service rated
by both users v and .

Matrix factorization is a main method in model-based rec-
ommendation systems, which performs well in handling
large scale user-item interaction matrix. This technique aims
at factorizing the user-item interaction matrix into two low-
rank approximations in the user space U, and the item space
V respectively, and utilizing the low-rank matrices to make
predictions [31], [32]. The general matrix factorization method
is employed to estimate the user-item rating matrix R, which
is approximated by multiplicating a low-rank factors multi-
plication R = UT'V,, where U, € R"*? and V; € R"*? by mini-
mizing the objective function with regularization:

Ay,
2

Iy 2 AUy g2 2
g}}%i;zﬂuws("‘u,s7uu,vs) + 2 HU9H1«+ H‘/SHﬁ (5)

Here I is the indicator function which is the rating score of
service s given by user u. Ay, and Ay, are the regularization
parameters. Recently, several research projects have explored
the combination of memory-based and matrix factorization
together to enhance the prediction performance [33].

It should be noted that there are usually very few web
services (i.e.,, matrix R is sparse). Particularly when the
space of web services is large, the above formulas often fail.
A possible solution is to replace the empty scores in QoS
matrix with a default score. For example, if web services are
rated on a 1 to 5 scale, we could set the default value as 3. In
Section 4, we will also introduce techniques to effectively
increase the density of the data by exploiting secondary
data of web services.

2.4 Content-Based Recommendation

Content-based web service recommender systems recom-
mend a target user with services that are similar to those
previously preferred by the user. Such systems are based on
the analysis of the similarities of the content (e.g., WSDLs
and short descriptions) of the web services. There have
been two main approaches in content-based web service
recommendation: syntactic based approaches [24] and
semantic based approaches [34]. We discuss only semantic
based approaches in this paper since syntactic based
approaches have obvious limitations in suggesting high
quality recommendations.

The semantics of a web service s can be represented by a
set of semantic attributes: i) functional category F(s),
ii) functional parameters (i.e., inputs ZP(s) and outputs
OP(s)), and iii) requirements (i.e., preconditions P(s) and
effects £(s)). We assume that these attributes can be pro-
vided by a domain ontology through semantic annotations,
which will ensure to provide users with recommendations
that are semantically similar to web services previously
invoked. It is possible to construct a domain ontology by
analyzing web service descriptions (WSDLs and free text
descriptors). Interested readers can refer to [35] for an
approach for bootstrapping ontologies based on web service
descriptions.

The semantic content similarity of web services s; and s;
can be calculated using;:

q(si, sj) = w % (qea(l(si),1(s5)), am(U(s:), U(s7))), ()

le{F IP,OPP£}
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where w; € [0,1] is the weight assigned to the Ith service
description attribute and ),z 7p op p ¢} w1 = 1. Preferences
on some particular service attribute can be done by simply
adjusting the value of w;. The result returned by the formula
is a pair of values in [0,1] x [0,1], representing the common
description rate ¢.; and matching quality g,, between s; and
s; respectively. The matching quality between two semantic
descriptions (i.e., gn,(sd;, sd;)) is a value in [0, 1] defined by
a matchmaking function (i.e., 1 for exact match, and 0 for
disjoint). The common description rate reflects the degree of
similarity between the semantic descriptions of two web
services. Formally, the rate can be calculated using:

|les(sd;, sdj)|
e, 545) = N S+ les(od, 5] @

where lcs(sd;, sd;) is the least common subsumer of sd; and
sd;, which refers to information shared by sd; and sd;.
sd;\sd; represents all the information which is a part of sd;
but not a part of sd;. The expression in between | refers to
the size of ALE concept descriptions of description logics
(DL) [36].

It should be noted that ¢.; measures the proportion of
descriptions that are in common for services s; and s;, while
¢m does not measure the similarity between service descrip-
tions but indicates a general overview of two services’
semantic relationship (usually in discretized values)
denoted in subsumption relationship. By combining these
two measures, we can have a more accurate estimation on
the similarity of two semantic web services. The interested
readers are referred to [37] for more details on calculating
semantic similarities of web services.

3. THE UNIFIED SERVICE RECOMMENDATION
MoODEL

To meet the three requirements described in Section 2.1, we
propose a unified approach that combines collaborative fil-
tering technique and content-based approach. In this hybrid
approach, it is necessary to reflect both rating and content
data in modeling of user preferences. Unfortunately, user
preferences are only indirectly represented and the observ-
able data such as ratings or content (e.g., semantic descrip-
tions) do not completely reflect the preferences.

To solve the problem, we propose to use a probabilistic
model that associates ratings and content data with newly-
introduced variables that represent user preferences. In par-
ticular, we adapt the three way aspect model [26] in our unified
web services recommendation. This model assumes that users
have some latent preference in terms of functional and non-
functional attributes (e.g., QoS values), from which the desir-
able services and their content information can be deduced.
The preferences are statistically estimated using expectation
maximization [38] that thereafter contribute to better recom-
mendation. In the rest of this section, we will describe how to
adapt this model for web service recommendation.

3.1 Probabilistic Recommendation Model

The graphical representation of the three-way aspect
model for web service recommendation can be found in
Fig. 1. The model includes four components: a user set

: Recommend Web service s :
| withhighPr(s|u) | °
e o o e ——————————— o

//

Web services

Pr{u) g
— 7 Pris]z)
."/ //
=\ Z .
Priu|z, » B
i) ., Priclz)
\\\\
user Latent variables

o

Fig. 1. Graphical representation of our approach.

(user preferences)
Semantic service
descriptors

U={u,u,...,uy,}, a web service set S = {s1,52,...,5x.},
semantic content of web services C = {ci,ca,..., cN/}

where ¢; is a semantic descriptive vectors of web service
s;, and a set of latent variables Z = {z,2,...,2y.} that
governs the recommendation process, e.g., users’ latent
preferences.

The model captures a three-way co-occurrence data
among users, web services, as well as the functionality
attributes of services such as content of web services in the
form of semantic descriptions, and non-functionality such
as rating score in term of QoS values. An observation is typi-
cally a triple (u, s, c¢) that corresponds to an event where a
user u accesses a web service s that contains a semantic ser-
vice description c. In the three-way aspect model, observa-
tion data is associated with one of the latent variables
(zi € Z). The latent variables represent user latent preferen-
ces to web services, e.g., preferences on functionalities or
non-functionalities (QoS values). Each latent variable, z;,
actually corresponds to a “genre” of a service. A set of pro-
portions of such “genres” (i.e., Z) reflects a preference on
services (similar to the taste in terms of music) of a user. It is
assumed that users, web services, and semantic descriptors
are independent in the model. It is also worth noting that
the aspect model allows multiple semantic descriptions per
user, unlike most clustering methods that assign each user
with a single class.

In the context of web service recommendation, an event
of a user u € U accessing a service s € S containing semantic
description ¢ € C, is considered to be associated with one of
the latent variables z € Z. Conceptually, users choose
(latent) topics z, which in turn “generates” both web serv-
ices and their content descriptions. Therefore, a latent vari-
able in this new model is not only associated with a
distribution of services but also a distribution of semantic
service content. The joint probability distribution Pr(u, s, c,
z) over user set U, latent topic variables Z, web service set S
and service content C is given by

Pr(u,s,¢,z) = Pr(u)Pr(z|u)Pr(s,c|z), (®)

Since we consider the distribution of s and c are indepen-
dent in our model, we can have Pr(s,c| z) = Pr(s|z)Pr(c| 2).
The above equation can be rewritten as:

Pr(u,s,¢,2) = Pr(u)Pr(z|u)Pr(s| z)Pr(c| 2). 9)
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An equivalent specification of the joint probability distri-
bution that treats users and items symmetrically is:
Pr(u,s,c,z) = Pr(z)Pr(u| z)Pr(s| z)Pr(c| 2). (10)
Marginalizing out z, we obtain the joint probability dis-
tribution Pr(u, s, c) over U, S, and C as the following:

Pr(u,s,c) =Y _ Pr(z)Pr(u| 2)Pr(s| 2) Pr(c| 2). (11)

This model has a set of parameters Pr(z), Pr(u|z), Pr(s|z)
and Pr(c|z), which for simplicity is represented as 6. The
model parameters are learned by mining the user-service
history data H = { <wu, s,c¢> }. One way to learn 6 is to max-
imize the log-likelihood of history data which is:

>

<u,s,c>€H

L(6) = n(u, s, c)log(Pr(u, s,c|0)), (12)

where n(u, s, c) indicates how much a user u prefers the
semantic descriptor ¢ in web service s. In general,
n(u, s,c) = r(u,s) x n(s, c), where r(u, s) is the rating score
of user u for service s (e.g., via aggregating the QoS values
such as response time and throughput), and n(s,c) repre-
sents the weight of semantic descriptor ¢ in web service s.
The weight of a particular semantic descriptor in a web
service is calculated using widely-used TF/IDF. In particular,
the term frequency of a semantic descriptor c is defined as:

sl

where freg(c,s) denotes the number of times semantic
descriptor ¢ occurs in service s description. The inverse doc-
ument frequency idf is calculated as the ratio between the
total number of services and the number of services that
contain the semantic descriptor:

1Og%a if [Si] #0,

s ) . (14)
logsaesy: i |Si| =0,

idf(c) =

where |S] is the number of services, S; denotes the number
of services where semantic descriptor ¢ appears. n(s,c) is
then calculated by using;:
n(s,c) = tf(c) x idf*(c). (15)
It should be noted that we choose to give higher weight
to the idf value (i.e., idf?). The reason behind this modifica-
tion is to normalize the inherent bias of the ¢f measure in
short documents [35].

3.2 Learning Process

As mentioned before, one way to learn 6 (see Equation (12)) is
to maximize the log-likelihood of the history data. In our
approach, the expectation maximization algorithm is applied
to learn the parameters. EM is an iterative optimization
method of learning the probabilistic model parameters from
incomplete data. The algorithm is implemented in two steps:
i) the Expectation step, namely E-step, which calculates the

expected value of latent variables z based on observations,
and ii) the Maximum step, namely M-step, which is imple-
mented to lift the lower bound of model parameters by utiliz-
ing the result obtained from the E-step. The detailed learning
process can be described as the following;:

>

logPr(u, s, c|0)

<u,s,c>€H
= Z logZPr(u,s7c7z|9)
<u,s,c>€H z
Pr 0
S 1og(ZPr<z|u,s,c,9<t>>%’zl(3)
<u,s,c>€H z Pr(z\u,s,c,@ )
> Z ZPr(z|u,s,c,O(t))log(ZPr(z|u,5,c,9(t>)
<us,c>€H =z z
Pr(u,s,c, z|0) ) R
— TPl ) A Qg AION
Pr(z|u,s,c,6) ©16%)

(16)

Therefore, instead of maximizing £(0) directly, the EM
algorithm tries to find the model parameters 6!V
mize Q(6|6"). So:

to maxi-

6! —argmax{Q(6]6")}
— (t)
—argmézx{ Z Zﬂ“(z|u,s,c,9 )

<u,s,c>€H 2
logPr(u, s, ¢, z| 9)}
=arg mgmx { Z E
<u,s,c>€H

{logPr(u, s,c,z| 9)}}

17

z|u,s,c.9(f’)

At this point, we can use the EM algorithm to solve
Equation (17) with training dataset. In particular, the
E step and the M step are iterated alternately until the log-
likelihood £ converges to a local maximum. It should be
noted that both content and collaboration data can influ-
ence recommendations. The relative weight of each type of
data depends on the nature of the given data for training.

The E-step is used to obtain the posterior probabilities in
Equation (16) by calculating Pr(z|u,s,w,0"), where the
model parameters ¢ are known in this step:

Pr(z|u s, c,00) = —r ] D Pris | 2) Pric| 2)

=S PP (ul DPr(s | DPr(c] ) D

In the M-step, we need to find new model parameters to maxi-
mize the expected log-likelihood found in the E-step, since

L(0) =logPr(u,s,c,z|0)
= logPr(u|z) 4 logPr(s| z)
= logPr(c|z) + logPr(z).

(19)

So, the maximization to the model parameters 6" = { Pr(u |
z), Pr(s|z), Pr(c| z), Pr(z)} can be obtained by maximizing
the expectation with respect to 6:



458 IEEE TRANSACTIONS ON SERVICES COMPUTING, VOL.8, NO.3, MAY/JUNE 2015

Pr(u|z) « Zn(w s,¢)Pr(z|u,s,c)
Pr(s|z) x X;n(u7 s,¢)Pr(z|u,s,c)
Pr(w]z) « Zn(u7 s,¢)Pr(z|u,s,c)

u,s

Pr(z) « Zn(u7 s,¢)Pr(z|u,s,c).

u,s,c

(20)

After the model is learned, the inference of web services
can be ranked for a given user according to Pr(s|u)
> Pr(u,s, c), ie., according to how likely it is that the user
will invoke the corresponding web service. Web services with
high Pr(s | u) that the user has not yet invoked are good candi-
dates for recommendation. This addresses the requirement of
recommendation serendipity discussed in Section 2.1. In addi-
tion, since the model considers the content of web services,
the cold-start problem can also be solved (ie., newly-
deployed web services can be recommended).

It is noted that the likelihood needs to iterate over all pos-
sible data connections of each data sample, which might be
computationally expensive. For example, in the E-step of
the algorithm, we need to calculate the expectation posterior
distribution of Pr(z|wu,s,c), given the current estimated
parameters Pr(u|z), Pr(s|z) and Pr(c|z). This computation
is heavy due to standard least-squares computation, which
is estimation of the regression coefficients of the factors on
the variables assuming that the current estimated Pr(u|z),
Pr(s|z) and Pr(c|z) are found from the M-step. The time
complexity of implementing the EM algorithm is O(N-
lc| - NV.), where N is the size of the training dataset, |c| is the
length of descriptive vectors of services and N is the num-
ber of latent variables. Another concern is that although the
EM algorithm is guaranteed to be stable and to converge to
a local maximum value of the estimated likelihood which
depends on the initial data, there is no guarantee that this
value is globally maximum.

In reality, the user-service interaction matrix could be
very sparse, in other words, the users only invoke a few
part of services. When data is extremely sparse, which is
typical in many real-world applications, the EM algorithm
will suffer from overfitting, i.e.,, poor generalization. We
will discuss two strategies in the next section that can effec-
tively increase the data density, which in turn improves the
learning performance of the EM algorithm.

4. DEALING WITH DATA SPARSITY

In this section, we describe two strategies in overcoming the
overfitting problem caused by sparse data. The first strategy
is to preprocess data matrix using a data smoothing tech-
nique. The second strategy is to modify the three-way
aspect model by eliminating web services from direct par-
ticipation in the model.

4.1 Data Smoothing

The idea of the data smoothing strategy to addressing the
overfitting problem with sparse data is to smooth the data
matrix based on the similarities between web services. The
intuition behind is as follows. Consider a user u who has
invoked service s;. Assume that another service s; has not

been invoked by u, but s; and s; are very similar in content
(e.g., both services share many service attributes). Infor-
mally, if the content similarity function (see Equation (6)),
q(si, sj), yields 0.85, we could believe that there is a 85 per-
cent chance that user u has actually invoked service s;, even
though the recommender system does not know it.

Based on this reasoning, we propose to preprocess the
original rating matrix R in terms of functionality and non-
functionality by filling in some of the empty entries with the
average similarities above a certain threshold between a
web service and all other services invoked by user w.
Clearly, when the threshold is bigger, the data matrix will
become sparser (i.e., less empty entries will be replaced).
On the other hand, if the threshold is smaller, the data
matrix will become less sparse (i.e., more empty entries will
be replaced). By setting appropriate threshold, the density
of the data matrix (i.e., the fraction of non-zero entries) can
be effectively increased, as a result of the data smoothing.

It should be noted that the semantic content of web serv-
ices and the calculation of the similarities between web serv-
ices can be found in Section 2.4.

4.2 Implicit User-Descriptor Aspect Model
A web service contains multiple semantic service descriptors
and a service descriptor is contained in many web services.
Another method to overcome the overfitting problem due to
sparsity is to propose a model where co-occurrence data
points represent events that correspond to users looking for
service descriptors in a web service, i.e., (u, ¢). This is different
from the model in Section 3 where the event corresponds to a
user accessing a web service with service descriptors, (u, s).

This modified aspect model produces estimates of condi-
tional probabilities Pr(u | z) and Pr(c| z), as well as the latent
variable priors Pr(z). Pr(u|c) can be calculated using:

Pr(u,c) = Pr(z)Pr(u|2)Pr(c|2). (21)
z

However, the task of a recommendation system is to rec-
ommend web services that have the highest estimating
probabilities Pr(s|u) for a given user u. We can solve this
problem by treating a web service as a bag of service descrip-
tors: the probability of a web service is the product of the
probabilities of the semantic service descriptors it contains
adjusted for different service description lengths with geo-
metric mean:

Pr(s,u) (H Pr(c;, u)l/‘d), (22)
i

where ¢; are semantic service descriptors in a web service s

and |c| is the length of the service description of s. Condi-

tional probabilities Pr(c;, u) follow directly from the model:

Pr(u,¢)

Pr(ci,u) = 728 Priwc)’

(23)

5. PERFORMANCE EVALUATION

This section focuses on reporting the performance study
of our proposed hybrid approach for web service recom-
mendation, including two experiments: i) comparing
our hybrid approach with the state-of-the-art methods
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TABLE 1
Dataset Statistics
Original Dataset
Number of Users 339
Number of Web Services 5,825
User-Service (Response Time) 5.11 x 1072
Matrix Density
User-Service (Throughput) 7.26 x 1072
Matrix Density
Processed Dataset
Number of Users 572
Number of Web Services 3,693
User-Service (Rating) 7.67 x 1072
Matrix Density
Average Number of Semantic 12.79
Descriptors for Each Service
Average QoS Ratings 3.84

including three collaborative filtering approaches and
content-based recommendation, and ii) studying the sen-
sitivity of the hybrid approach under different markoff
ratios and different number of latent variables. We first
describe the dataset collected for the experiments and
then report the experimental results.

5.1 Dataset Setup

To perform reliable experiments, it is ideal to use large-scale
real world web services. Unfortunately, collecting and pre-
paring such data is extremely time-consuming. Fortunately,
Zheng et al. [8] shared a large-scale real world web services
dataset collected in their WS-DREAM project. WS-DREAM
is a web crawling engine that crawled publicly available
WSDL file addresses from the Internet. It also collected non-
functional attributes (e.g., QoS) of these web services, which
are observed by 339 distributed computers located in 30 dif-
ferent countries, from Planet-Lab.* The first half of Table 1
summarizes this dataset and Fig. 2 depicts the distribution
of services and users (i.e., 339 computers).

In our experiments, we used this dataset as our base data-
set and performed some pre-processing activities. First, we
traversed all 5,825 WSDL addresses offered from the dataset
and retrieved WSDL documents of 3,693 live web services.
The rest of the web services from WS-DREAM dataset were
considered dead due to unsuccessful connections to these
services.” We then generated an ontology by exploiting the
approach developed in our previous work [35]. This ontol-
ogy was bootstrapped by analyzing WSDL files and short
textual descriptions of web services using term frequency/
inverse document frequency (TF/IDF) and web context gen-
eration. The concepts from this ontology were used to anno-
tate each web service, which in turn generated the semantic
description for the service. Consequently, each web service
is represented by a set of semantic service descriptors.
Second, we collected the corresponding rating scores of web
services from websites such as seekda web service search
engine,6 WebServiceLists, and ProgrammableWeb. Due

4. http:/ /www.planet-lab.org
5. This task was carried out in April 2012.
6. Its site webservices.seekda.com is unavailable as of 08/05/2014.

Fig. 2. Distribution of web services and users (computers) of the WS-
DREAM dataset: the circles denote web services at different locations
and the stars represent the users.

to different rating scales used in these websites, we normal-
ized the rating scores between the range of 1 to 5.

For those web services whose rating scores are not avail-
able, we determined their rating scores (between 1 and 5)
based on their aggregated QoS values (e.g., response time,
throughput) using a multi-attribute utility function [39],
[40]. More specifically, we exploited two sets of QoS data
from WS-DREAM dataset: the response time matrix and the
throughput matrix (see Fig. 3). For each of our 3,693 web
services, we extracted its response time and the throughput
from the dataset. The aggregated QoS value of a service s
can be calculated using;:
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Fig. 3. QoS data collection in the WS-DREAM dataset (a) response time
and (b) throughput.
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U(s) = Zwi - Score;(s), (24)

icA
where:

o Score;(s) is a QoS attribute scoring function, which,
given a value of a QoS attribute ¢ of the service s,
returns a score (a positive integer value). A is the set
of QoS attributes.

e w; is the weight assigned to the QoS attribute 7, and

e w; € [07 1} and ZiEA w; = 1.

A scoring function is provided for each QoS attribute (in
our case, response time and throughput) that calculates the
score of the attribute for a particular service and scales the
score to the interval [1..5]. A higher score value indicates a
better quality of the service. However, we draw attention
that some of the QoS attributes are negative (e.g., response
time), i.e., the higher the value is, the lower the quality is.
While others are positive (e.g., throughput), i.e., the higher
the value is, the higher the quality is. Therefore the attribute
scores should be scaled differently.

The rating scores from the above aggregated QoS values
were used for web services for which we could not find a
rating score from the websites. After the processing, we
obtained the new dataset that was devoted to our experi-
mental studies. The second half of Table 1 shows the statisti-
cal information of the new dataset. It should be noted that
the users in this new dataset were eventually a combination
of the real users (wWho gave rating scores on the websites)
and the computers used in the WS-DREAM project (that col-
lected QoS values).

5.2 Metrics

We used the micro-F1 and macro-F1 as the evaluation meas-
ures in our experiments. The F1 measure is the harmonic
mean of Precision(P) and Recall(R), which can be calcu-
lated as: Fy = 222 The Micro-F1 is defined as:

P+R*
235 i U
Dot i U D v

where n is the number of test data, y; is the true label vector of
the ith sample, y/ = 1 if the instance belongs to category j, —1
otherwise. g; is the predicted label vector. The micro-F1 mea-
sure weights equally on all samples, thus favoring the perfor-
mance on common category labels. Macro-F1 is calculated as
mean arithmetical value for F1 on each label. It measures
weights equally on all the category labels regardless of how
many samples belong to it, thus favoring the performance on
rare category labels. Macro-F1 can be calculated using:

2 Z?:l Yiyi
n2lel (30 95 + 200 ¥

Micro—F1 = (25)

Macro — F1 = (26)

To achieve more accurate evaluation, we considered
the ranking position in the recommendation results and
adopted the normalized discounted cumulative gain
(nDCG) as a metric, which is the normalized position-
discounted precision score. It gives more credit to top-
ranked web services and is defined as below:

x 2rcll -1
pea, =S~
;logQ(l + pi)

where p; is the ranking position of s; in top = web services,
and rel; is the relatedness score of s; at position p;. The nor-
malized DCG can be calculated using:

(27)

nDCG, = DCG,/IDCG, (28)

where IDCG is the maximum possible DCG till ranking
position p; of the sorted result list. The value range of
nDCGis [0, 1].

5.3 Performance Comparison

This experiment studies the recommendation performance
of our proposed hybrid recommendation approach (HR)
with the pure collaborative filtering methods and pure con-
tent-based recommendation. The recommendation accuracy
was evaluated by examining the Top-/N rankings for all
users. Top-N recommendation is to recommend the N top-
ranked items that will be of interest to a given user. For col-
laborative filtering methods, Top-N recommendation tech-
niques analyze the user-item matrix to discover relations
between different users or items, which are used to compute
the recommendations. In our experiments, we considered
three collaborative filtering methods [41]:

o  User-based collaborative filtering (UCF). This method
first calculates the k£ most similar users for a given
user based on the Pearson correlation. The corre-
sponding rows of the & similar users in the user-item
matrix are aggregated to identify a set of service
items, which have been invoked by the group of
users together with their ratings. With the identified
service items, UCF then recommends the top-N
highly-rated service items that the target user has
not invoked.

o Item-based collaborative filtering (ICF). Unlike UCEF,
this method first discovers k£ most similar service
items for each service item based on similarities. It
then identifies the set as candidates of the recom-
mended services by taking the union of the & most
similar items and removing each of the items in the
set which the user has already invoked. The result-
ing set of the service items will be sorted in decreas-
ing order based on the similarities and ICF then
recommends the top-/N service items to a given user.

o Latent factor model (LFM). LFM [22] exploits matrix
factorization, a main method in model-based CF rec-
ommender systems, based on singular value decom-
position (SVD) with regularization (see Section 2.3
for some introduction on matrix factorization).

In the experiment, the user-service interaction matrix (see
Section 5.1) was randomly divided into the evaluation data
matrix, R., and the training data matrix, R;, by masking p%
(also called markoff ratio) actual values of historical service
invocation for each user. Fig. 4 shows an illustrative example
in dividing a simple user-service matrix (five users and four
service items). In the example, some user-service historical
interactions are masked randomly as the evaluation data
(shaded boxes), the rest data is used for learning the model
parameters. After each model is learned, we used the model



YAO ET AL.: UNIFIED COLLABORATIVE AND CONTENT-BASED WEB SERVICE RECOMMENDATION 461

User-item matrix R R, for training R, for evaluation
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Fig. 4. lllustration of experiment implementation: we divided rating matrix
‘R into the training matrix R;, in which partial rating scores are masked
and the rest ratings are used to train our model, and evaluation matrix
R., in which the masked rating value can be predicted using our vali-
dated model.

parameters to find Vs, Pr(s|w) for all users. The web services
in the testing dataset were ranked based on their (Pr(s | u)).

In the experiment, we set the size of latent users’ prefer-
ences N, is 50, based on our findings in Section 5.4. We
compared the recommended services with four other meth-
ods and our model (HR) by employing 10, 20, 30, 40 percent
sparsity of the training dataset respectively. Table 2 shows
the results.

From Table 2 we can see that, the top N (N =1, 5, 10)
performance of our approach (HR) are consistently higher
than both UCF and ICF collaborative filtering methods,
content-based recommendation approach, and regularized
singular value decomposition based latent factor model.
It is clear that our approach outperforms the other
approaches and more relevant web services can be recom-
mended. It also can be observed from the table that with
the increase of the sparsity of our testing dataset,” the rec-
ommendation performance of UCF, ICF, CBR, and LFM
decreases steadily, they can not handle the data sparsity
issue very well. However, the performance of our
proposed approach remains relatively stable and is not
sensitive to the sparsity level changes. This is largely con-
tributed by the two strategies dealing with data sparsity
introduced in Section 4.

Another aim of this experiment is to evaluate our
approach on handling the cold start problem, which refers to
providing accurate prediction when some users only access
few web services or even have no access historical records at
all. From the table, it is clear that our approach outperforms
other methods on different markoff ratios, especially when
the training ratios are small (e.g., 10 percent). We also notice
that the performance of UCF, ICF and LFM degrades signifi-
cantly when the training ratio is 10 percent. Although the
CBR is not sensitive to the training ratio, its overall perfor-
mance is poor.

5.4 Impact of Markoff Ratio and Latent Variables

This section reports our experimental studies on the impact
of markoff ratios and the number of latent variables to the
performance of our proposed hybrid approach. As men-
tioned previously, we divided the whole matrix into train-
ing and evaluation matrices. In the first experiment, we
studied the impact of the markoff ratios. We randomly

7. Note that the sparsity of R, is 1 - markoff ratio.

masked y% (y = 10, 30, 50, 70) of actual scores and the rest
of the matrix is used as training dataset to infer model
parameters. Our algorithm was then used to recover the
information that has been masked. We applied cross-valida-
tion method to find the average precisions and recalls for
top N (N =1, 5, 10) web service recommendations. Fig. 5
shows the result.

From the figure, we can see that with the increase of the
markoff ratio, the overall recommendation performance
decreases. This is attributed to the fact that a higher markoff
ratio means less data available for training the approaches,
therefore worse recommendation performance. Interest-
ingly, we notice that the recommendation performance
increases quickly when the markoff ratio decreases from
100 percent until it reaches 70 percent (i.e., training ratio of
30 percent). After that, the recommendation performance
increases slowly when the markoff ratio decreases.

To study the impact of the latent variables of our model,
we conducted similar experiments but masked 30 percent
of actual scores of the matrix. We ran the algorithm using
different number of latent variables V', in the model, rang-
ing from 10 to 80 with an interval of 10, and calculated
Micro-F1, Macro-F1, and nDCG. Fig. 6 shows the results.
From the figure we can see that our system can mostly
achieve the best recommendation performance around 50
latent variables. This is the reason that we chose N, = 50 in
our other experiments.

We briefly discuss the threats to validity of our experi-
mental results. First, due to the lack of rating scores of some
web services, we used the aggregated QoS values as rating
scores for these services by exploiting a multi-attribute util-
ity function (see Section 5.1). To reduce this threat to con-
struct validity, web services can be manually supplied with
rating scores in the future. We also plan to collect more web
services with rating scores. The threats to external validity
primarily center on whether the web services data set used
in our experiments is representative in practice. In order to
validate that our approach can be generalized, it is a neces-
sity to conduct more experiments on randomly selected
web service datasets.

6 RELATED WORK

Web service recommendation and selection has been a fun-
damental research issue since the dawn of web service tech-
nologies. Traditional web service discovery centers on UDDI
registries such as the work presented in [12], [42], [43]. Unfor-
tunately, UDDI is no longer the choice of publishing web
services. The available web service search engines such as
XMethods largely exploit keyword-based search techniques
and are inadequate to match the functionalities of web serv-
ices. These search engines do not consider non-functional
characteristics (QoS) of web services. Furthermore, users
normally have to know how to craft correct queries. The per-
formance of web service recommendation of these search
engines are therefore limited. Over the past few years, ser-
vice recommendation has been an active research area and
many techniques have been proposed. These techniques can
be classified into three categories: collaborative filtering, con-
tent-based, and hybrid approaches. In the following discus-
sions, we will focus on reviewing these techniques.
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TABLE 2
Performance Comparison with Other Approaches
Training Ratio 10% 20% 30% 40%
Top N N=1 N=5 N=10 N=1 N=5 N=10 N=1 N=5 N=10 N=1 N=5 N=10
Micro-F1  UCF 0.6133 0.5683 0.5542 0.6329 0.6269 0.6002 0.7288 0.6767 0.6271 0.7570 0.6925 0.6507
ICF 0.5779 0.5602 0.5363 0.6216 0.6167 0.5838 0.7011 0.6352 0.6124 0.7214 0.6564 0.6367
CBR 0.5845 0.5794 0.5559 0.6189 0.6117 0.5893 0.6329 0.6196 0.6072 0.6672 0.6426 0.6244
LFEM 0.6092 0.5615 0.5403 0.6654 0.6361 0.6189 0.7312 0.6895 0.6333 0.7369 0.7204 0.6963
HR 0.6784 0.6383 0.6225 0.7126 0.6773 0.6486 0.7511 0.7248 0.6917 0.7772 0.7511 0.7221
Macro-F1 UCF 0.6023 0.5494 0.5353 0.6314 0.6027 0.5897 0.7153 0.6635 0.6213 0.7325 0.6892 0.6427
ICF 0.5672 0.5512 0.5275 0.6268 0.5905 0.5764 0.6894 0.6501 0.6044 0.7124 0.7628 0.6303
CBR 0.5822 0.5531 0.5462 0.6006 0.5943 0.5786 0.6205 0.6072 0.5977 0.6424 0.6278 0.6025
LFEM 0.5881 0.5552 0.5285 0.6532 0.6246 0.6024 0.7105 0.6739 0.6223 0.7273 0.7131 0.6793
HR 0.6627 0.6221 0.6167 0.7007 0.6712 0.6265 0.7436 0.7222 0.6879 0.7715 0.7463 0.7233
nDCG UCF 0.6279 0.5986 0.5312 0.6320 0.6337 0.6004 0.7323 0.6663 0.6207 0.7417 0.6791 0.6358
ICF 0.5916 0.5578 0.5236 0.6172 0.6004 0.5866 0.7115 0.6520 0.6024 0.7166 0.6892 0.6152
CBR 0.5673 0.5422 0.5103 0.5899 0.5947 0.5613 0.6325 0.6164 0.5993 0.6526 0.6318 0.6093
LFM 0.6102 0.5786 0.5403 0.6584 0.6312 0.6057 0.7233 0.6944 0.6326 0.7574 0.7285 0.6972
HR 0.6762 0.6325 0.6263 0.7213 0.6758 0.6475 0.7625 0.7339 0.7081 0.7837 0.7549 0.7358
6.1 CF Methods for Service Recommendation

The collaborative filtering methods are widely used in recom-
mender systems that recommend items (web services in our
context) based on the similarity of different users. A represen-
tative research effort in this area has been done by Zheng et al.
[8], [18]. In their work, a QoS-based web service prediction
approach is proposed to predict missing QoS values based on
the historical QoS information from similar web services and
users. QoS-based web services selection supports optimized
web services selection by considering QoS attributes of web
services with similar functionalities, as well as the preferences
from service users [39], [44], [45]. The quality of the recom-
mendation from these approaches depends on the quality of
available QoS information for web services. Most QoS-based
service selection approaches assume that the QoS information
(e.g., availability of web service) is pre-existing and readily
accessible with guaranteed quality, which unfortunately is
not always the case, as indicated by Zheng et al. in their work
[8]. Service providers may not be able to deliver the QoS they
promised and some QoS properties (e.g., network latency,
invocation failure-rate, etc.) are highly related to the locations
and network conditions of the service users. This makes such
kind of approaches impractical to be used in many applica-
tions. By combining the traditional user-based and item-based
collaborative filtering methods, the approach proposed by
Zheng et al. [8], [18] can overcome the problem and mostly
importantly, does not require service invocations in order to
obtain the values of user-dependent QoS properties.

The work by Chen et al. [19] presents RegionKNN, a col-
laborative filtering algorithm that is designed for large-scale
web service recommendation. This approach considers ser-
vice users’ physical locations and proposes a region model
by considering the QoS characteristics of web services. A
refined nearest-neighbor algorithm is then developed for
QoS-based service recommendation. In [46], Shao et al. pro-
pose a collaborative filtering based approach for mining
users’ similarities and predicting QoS values for web serv-
ices. In a very recent effort, Yu et al. [47] specifically tackle
the data sparsity issue by proposing an algorithm based on
the regularized Matrix Factorization.

Unfortunately, as discussed at the beginning of this paper,
CF-based approaches have several inherent limitations.
Since such approaches rely on interactions of web services
performed by other users, newly-deployed web services can-
not be recommended (i.e., the cold-start problem). In addi-
tion, the recommended services may be completely different
(in terms of functionality) from the ones interacted by a given
user in the past. In our work, we extend the collaborative fil-
tering methods by considering semantic content similarities
of services used by similar users. Our approach can effec-
tively address the limitations of these CF-based service rec-
ommender systems.

6.2 Content-Based Methods for Service
Recommendation

The content-based approaches recommend items similar to
those that a user appreciates based on the item’s characteris-
tics (e.g., functionalities). The cold-start issue can be suc-
cessfully solved by content-based approaches. However,
such approaches typically require end users to know what
keywords to use for a specific kind of services, which can be
difficult for end users.

The techniques on content-based recommendation can be
classified into two categories: syntactic and semantic based
approaches. Syntactic-based methods focus on string manip-
ulation and thesauri approaches to correlate services discov-
ery. Woogle [15] is one of the very earliest work in this
direction. In Woogle, Dong et al. propose a web service dis-
covery approach based on matching users’ requirements and
the functionalities of web services. In particular, with the
help of the co-occurrence of the terms appearing in service
inputs and outputs, names of operations and descriptions in
services, the authors develop a set of similarity search primi-
tives that algorithms can use to match web services. In a
recent effort, WS-Finder [5], Ma et al. improve existing web
service discovery techniques by employing the earth mover’s
distance for many-to-many partial matching between con-
tents of user queries and service attributes. A k&-NN algorithm
is then used to produce top-k services for users. Blake and
Nowlan [24] develop a web service recommender system by
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Fig. 5. Recommendation performance with different markoff ratios for
top 1, 5, 10 web services.

exploiting an enhanced syntactic approach to compare the
content of web services. The approach aggregates and
analyzes web service messages and recommends services to
end users. An interesting part of the work is the concept of
naming tendency that is used to link strings from end users
(e.g., queries) to the strings used in the definition of web
services (e.g., operation name, input, and output). In general,
syntactic-based approaches have limitations to suggest high
quality recommendations.

In contrast, semantic-based methods recommend web
services by exploiting the semantic description of their func-
tionalities using ontological descriptions [35]. OWL-S® is the
first major ontology definition language for describing the
semantics of services. There have been also efforts in devel-
oping languages for RESTful services such as the web appli-
cation description language (WADL)” and SA-REST [48]. In
[34], Lécué and Delteil exploit a semantic similarity measure
in web services selection and composition. However, most
existing semantic-based approaches focus only on standard
semantic reasoning (i.e., subsumption) when inferring
semantic similarities. Similarities between other parts (e.g.,
preconditions and effects) are seldom considered. In [37],
Lécué continues his work in this direction and develops a
complete specification of semantic service description by
considering different levels of service recommendations.

6.3 Hybrid Methods for Service Recommendation
By combining both collaborative filtering and content-
based methods, hybrid approaches for service recommen-
dation can incorporate the advantages of the both methods
while eliminating the weaknesses found in each approach
[41], [49]. Hybrid approaches have improved prediction
performance and overcome the cold start and sparsity
problems of CF methods. Although hybrid recommenda-
tion approaches have been actively proposed in other areas
such as e-Commerce [41], there is very limited work in the
literature exploiting hybrid methods for web service rec-
ommendation. The work presented in [37] is the only effort
we are aware in this direction. Unfortunately, the paper
largely focuses on proposing an approach to recommend
services based on semantic content similarities of web serv-
ices. It remains unclear on how the collaborative filtering
and content-based methods are integrated.

Our work presents a hybrid approach for better web ser-
vice recommendation by systematically combining both
methods together. In particular, we propose a three-way
aspect model that considers both QoS ratings and the seman-
tic content of web services. User preferences are modeled as
a set of latent variables in the aspect model [26], which can be
statistically estimated using the expectation maximization
method. To avoid overfitting problems caused by data spar-
sity, we further propose two strategies. The first one is to
pre-process data matrix using a data smoothing technique
and the second one is a modified aspect model that captures
relationship between users and semantic content descriptors
of web services. To the best of our knowledge, our work is
one of the first that combines collaborative filtering and con-
tent-based approach for web service recommendation.

7 CONCLUSION AND FUTURE WORK

Web service recommendation and selection is a fundamen-
tal issue in service oriented computing. Existing web service
discovery and recommendation approaches focus on
either the perishing UDDI registries, or keyword-dominant,
QoS-based web service search engines. Such approaches
possess many limitations such as poor recommendation

8. http://www.w3.org/Submission/ OWL-S
9. http://www.w3.org/Submission/wadl
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Fig. 6. Recommendation performance with different number of latent
variables \/, for top 1, 5, 10 web services.

performance and heavily relying on the input from users
(e.g., preparing correct queries). In this paper, we have pro-
posed a novel hybrid approach for effective web service rec-
ommendation. Our approach exploits a three-way aspect
model that systematically combines classic collaborative fil-
tering and content-based recommendation. The proposed
hybrid approach simultaneously considers the similarities
of user ratings and semantic content of web services.
Our approach is validated by conducting extensive experi-
mental studies using 3,693 real-world web services publicly

available from the Internet. The experimental results show
that our approach outperforms the conventional collabora-
tive and content-based methods in terms of recommenda-
tion performance.

Our future work includes exploring more refined/per-
sonalized web service recommendation by considering the
specific contexts (e.g., goals that an end user would like to
achieve, physical situations, etc.). We also plan to apply our
approach to other areas such as service clustering.
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