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ABSTRACT The exponential growth in the number of publications and the prevalence of interdisciplinary
research in recent years call for new approaches for analyzing how topics in science are evolving at large.
This paper proposes TermBall, a framework that tracks and predicts fine-grained topic evolution in terms of
the evolution types: emergence, growth, shrinkage, survival, merging, splitting, and dissolution. TermBall
builds the knowledge structure, which is a weighted dynamic network of co-occurring keywords in the
literature, and then discovers key topic structures that consist of keywords and their relationships by per-
forming community detection methods. Based on the topic structures, TermBall provides two applications:
(1) Retrospective application to identify topic evolution in the past and (2) Predictive application to forecast
upcoming topic evolution type based on the structural and temporal features of the topic structures. For the
evaluation, we built the knowledge structure by applying TermBall to 19 million articles in PubMed that
were published from 1980 to 2014. We conducted qualitative analysis on the derived topic evolution types
and quantitative analysis on the prediction results. As a result, our qualitative analysis reveals that TermBall
is able to find various topic evolution types from the knowledge structure and also can predict how topics
will evolve after five years with an accuracy of 83%.

INDEX TERMS Knowledge structure, dynamic networks, topic evolution, evolution types.

I. INTRODUCTION
Topics in science continually evolve. In response to the influx
of novel discoveries and changing societal needs, new topics
can surface and become part of the state-of-the-art, or existing
ones can disappear after losing relevance. Topics can also
persist for extended periods of time. Depending on the level
of research interest they harbor, they can undergo periods of
growth, shrinkage, or stagnation. When researchers from dif-
ferent domains collaborate, knowledge, and skills from both
areas can become increasingly intertwined in the long term,
thus leading to the convergence of the respective topics. It is
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also possible for a single coherent topic to fork into multiple
separate subtopics as it enters a state of more specialization
or when its research directions become polarized.

Given that research articles and related indexing data are
exponentially growing, analyzing such scholarly big data
brings novel opportunities for enabling data-driven analytics
about knowledge on how the research topics evolve over
time [1]. This data-driven approach can direct strategies at
both individual and organizational levels [2], [3]. Keeping
up with research trends allows scientists to recognize gaps
in knowledge that they can address and emerging topics
that they can pursue in future work. Meanwhile, funding
agencies can leverage data-driven foresight on topic evolu-
tion to determine which areas present the most potential for
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growth. Data-driven insights can then be employed to allocate
research grants strategically.

This work proposes TermBall, a novel framework for track-
ing and predicting fine-grained topic evolution based on topic
keyword networks in terms of evolution types such as emer-
gence, growth, shrinkage, survival, merging, splitting, and
dissolution. TermBall utilizes the knowledge structure of a
research domain as a dynamic network. The nodes in the
network comprise of keywords that describe the key concepts
covered in published research outputs. The undirected edges
correspond to co-occurrences of keyword pairs in the litera-
ture, and the weight of an edge is equal to the frequency with
which the corresponding keyword pair co-occurred within a
given period. Thus, the linkages of these keywords depict the
evolving associations of ideas and therefore expose shifting
research foci and priorities over time.

Prior work examined various topic discovery [4]–[6] and
topic evolution methods [7], [8]. However, most topic dis-
covery approaches extract representative words based on
statistical models, which make it hard to understand the
relationship between topics and to track how topics evolve
over time. Our framework provides ambient and useful infor-
mation. In particular, our network-based representation (i.e.,
co-occurrence networks) sheds light on the strengths and
patterns of conceptual relationships in a domain. This rep-
resentation is informative because we can illustrate concep-
tual relationships beyond semantic and syntactic similarities.
This can offer a bird’s eye view of the collective knowledge
in the scientific discipline from which the documents are
generated.

Based on the knowledge structure, TermBall provides
(1) the retrospective application to understand the past and
(2) the predictive application to forecast upcoming evolution
types. As the retrospective application, TermBall first extracts
topic structures from the knowledge structure by adopting a
community detection algorithm that outputs groups of nodes
that are densely linked to each other but sparsely connected to
the rest of the network [9]. Next, it identifies topic evolution
types by analyzing changes in the topic structure over time.
Furthermore, as the predictive application, TermBall provides
predictions on how a given topic will undergo any events
including growth, survival, shrinking, merging, splitting, and
dissolution in the next snapshot, while the majority of the
previous approaches to topic evolution have been retrospec-
tive only [10]–[14]. The proposed framework harnesses a
feature set consisting of the structural and temporal attributes
of persistent topics and trains a classifier to forecast their
future states. This approach is inspired by previous studies
of communities in social networks where attributes such as
size and density have been shown to correlate with longevity
and specific evolutionary patterns such as growth and
survival.

We demonstrate the use of this proposed framework by
examining topic evolution in the context of biomedical lit-
erature. Our dataset is composed of 19 million articles
from PubMed, which is currently the largest repository of

biomedical articles from MEDLINE,1 life science journals,
and online books. PubMed articles come with annotations
from the MeSH2 ontology, which is a controlled vocabulary
of medical terms. We constructed a dynamic network based
on the co-occurrences of these MeSH terms from 1980-2014
(35 years).We took snapshots of the network at five-year time
intervals to encapsulate the states of topics at different periods
in the recent history of biomedicine. Finally, our proposed
framework achieved an accuracy of 83% in predicting which
of the six possible evolutionary events a topic will experience
within five years.

The contributions of this work can be summarized as fol-
lows. First, the proposed framework can be used for topic
discovery through the detection of keyword communities in a
dynamic network. Second, our approach can track and predict
topic evolution corresponding to changes in the community
structure of the keyword co-occurrence network. Although
we only present the application of this framework to one
large corpus, it can easily be applied to other collections of
scientific texts that are indexed by a controlled vocabulary of
keywords.

This work significantly extends our earlier work [15]
as follows. First, we provided a comprehensive litera-
ture review on topic detection/evolution and community
detection/evolution. Second, we significantly extended our
framework by considering both disjoint and overlapping com-
munity detection algorithms. Furthermore, we incorporated
both structural and temporal features in our prediction mod-
els. Third, we provided a comprehensive set of results on
the development of the knowledge structure and predictive
analyses of research topics in PubMed. Our model evaluation
showed that the accuracy of our new model has significantly
improved. The code and data for this study are available at
this link.3

II. BACKGROUND AND RELATED WORK
A. TOPIC DISCOVERY
Topic discovery or modeling is the unsupervised task of
identifying a set of latent topics pervading in a given col-
lection of documents [16]. Majority of the work on this
problem currently revolves around statistical topic models,
which describe a probabilistic process by which documents
are generated [17]. In the context of such models, each doc-
ument is composed as follows. First, the proportion of topics
is selected. Second, each word position in the document is
assigned a topic. Finally, a word is picked from the vocab-
ulary based on the topic that was chosen for its position.
The topic proportion per document represents a multinomial
distribution, and the topic itself also represents a multinomial
distribution over the vocabulary words [5], [16].

Mathematically, the generative process is represented
as a joint distribution of hidden random variables and

1https://www.ncbi.nlm.nih.gov/pubmed/
2https://www.nlm.nih.gov/pubs/factsheets/mesh.html
3https://github.com/christinebalili/ms_thesis_src.git
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the observed word and document co-occurrence statis-
tics. The latent variables in this case are the topics and
per-document topic distribution. Probabilistic latent semantic
analysis (PLSA) is a technique that is formulated in this man-
ner, which employs an expectation-maximization algorithm
to maximize the probability of the hidden variables given
the observed ones. This value is also known as the posterior
distribution of the model [18], [19]. Latent Dirichlet Alloca-
tion (LDA) extends PLSA by adding Dirichlet priors to its
multinomial distributions [4], [7]. This algorithm infers topics
more effectively, but the addition of hidden variables results
in an intractable posterior distribution. Thus, the hidden vari-
ables are only approximated using sampling and variational
techniques [20].

In both PLSA and LDA, the number of topics is set apriori.
However, in most cases this information is not previously
known, even to domain experts. Hierarchical Dirichlet Pro-
cess (HDP) models overcome this limitation by automati-
cally determining the number of topics based on the given
dataset [6]. Following non-parametric Bayesian principles,
the number of hidden parameters in HDP increase based on
the data it encounters [21]. Similarly to LDA, these param-
eters are also estimated using Gibbs sampling and varia-
tional inference [22]. The Correlated Topic Model (CTM)
represents another extension of LDA. However, instead of
using a Dirichlet distribution to model the variability in
per-document topic proportions, it employs a logistic normal
distribution. This setting allows topics to have a covariance
structure, and therefore enables the discovery of correlated
topics [23].

The present work offers an alternative perspective on topic
modelling by leveraging the knowledge structure of a domain.
This differs from the previous models by representing topics
as a community of terms from a keyword co-occurrence net-
work. We explicitly use the linkages between words instead
of deploying a bag-of-words treatment to infer the underlying
topics in a corpus. Thus, the conceptual relationships beyond
semantic and syntactic similarity can be accounted for in
the analysis. Furthermore, this approach allows us to have a
bird’s eye view of the collective knowledge in the scientific
discipline.

B. TOPIC EVOLUTION
In the context of scientific literature, the methods for topic
discovery and evolution mining employ additional meta-
data associated with the document collection. This addi-
tional information includes citations [24], [25], authorship
[26]–[28], and index terms [29], [30]. These methods
allow for persistent themes to be contextualized within
the knowledge and social structures that are specific to a
domain [2], [3].

A citation network is a graph that connects papers based
on their references. Citation networks can be directed, where
an edge is drawn from the citing paper to the cited paper.
They can also be undirected, such as in the case of co-citation
networks, where an edge is set between two papers if they

are both cited together in a publication. Link-LDA is a model
that combines citation structures and textual information to
discover latent topics [31]. In this framework, a citation
relationship between a pair of documents is modeled as a
Bernoulli random variable, which is parameterized by the
topic proportions of the document pair. The topic mixture
in a citing document is dependent on that of a cited doc-
ument. Meanwhile, the citation-aware framework proposed
by He et al. [32] employs a linear combination for the topic
model, derived from both the cited and citing documents.
In the same work, an alternative model was also proposed
in which the topics in the citing set are dependent on the
cited set.

There are also citation analyses that focus on network
structures. In these models, the network is divided into
clusters of papers that densely cite each other. The topic
in a cluster is determined based on the word usage pat-
terns within its corresponding papers [33]. Therefore, topic
dynamics can be illustrated as a function of the structural
attributes over time. For instance, Shibata et al. discovered
incremental and branching topic evolution patterns in gallium
nitride and complex networks research by measuring the
within-cluster degree and participation coefficient for each
paper in their respective citation network [34]. Intuitively,
a timeline reflecting the emergence and continuity of topics
can be generated by linking similar clusters in successive
periods [25], [35].

Collaborations among researchers can also reveal the topic
dynamics within a field. Co-authorship networks are undi-
rected graphs that connect two researchers when they have
written a paper together. Each node in such a network is
associated with a set of documents that have been authored
by a researcher. Under this setting, topic discovery can be
performed by first identifying the clusters or communities
based on the network structure and then performing statis-
tical topic modeling on the documents in each cluster [36].
Another approach reverses this process by starting with the
inference of topic proportions in each individual node and
then constructing a topical community by grouping nodes
based on topic mixture similarities [37]. In some cases, such
as in topic-link LDA [38], the interplay between textual infor-
mation and social contexts is modeled simultaneously using
probabilistic methods that impose a conditional dependency
between topics and an author’s community membership.
In addition, Kalyanam et al. explored this joint approach by
introducing a common variable for both topic and community
distributions per time step in a model based on non-negative
matrix factorization [39].

Topic evolution is tightly coupled to the changing social
interactions among researchers. The ‘‘burstiness’’ [40] of a
topic within a certain research community can encourage
authors from other communities to move towards it. This pro-
cess of taking in new members tends to cause shifts in topic
interests within the current community. This phenomenon is
referred to as information diffusion [41]. The development
of research foci in a community can thus result from people
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exploring new topics and topics being brought in by new
people [27], [42].

The ebb and flow of research themes is perhaps most
evident in the examination of the keywords that are used to
index publications in digital libraries [43], [44]. In a co-word
analysis [45], a keyword (or term) co-occurrence network is
derived from a specialized corpus to depict the knowledge
structure in a domain [30], [46], [47]. This network repre-
sentation approach aims to capture the relationships between
technical concepts in a research area at an aggregate level.
In this context, a cohesive topic is represented by a cluster
or community of words that are densely connected to one
another. Over time, the manner in which concepts are linked
can vary as new ideas are introduced and outdated ones
disappear. Topological changes in the network can therefore
signal topic evolution. As in citation networks [25], [35],
topic persistence, splitting, merging, and dissolution can be
monitored by thresholding the similarity in terms of mem-
bership between clusters in successive time slices [47], [48].

Each type of network constructed from each type of
scholarly metadata (e.g. authorship and citations) is struc-
tured differently. Therefore, each network can offer different
perspectives on topic evolution. The similarities of various
scholarly networks have previously been investigated by Yan
and Ding [49]. Their findings revealed a high degree of
dissimilarity as measured by the cosine distance between
co-authorship, citation/co-citation, and keyword networks.
Co-authorship networks tend to reflect social events among
researchers more than topic evolution, as they are constructed
based on the relationships between people in the field. On the
other hand, although citation networks depict information
flow, the links between their components often lack con-
text. In particular, the reason for the citation of a paper by
another is not apparent [50]. Thus, interpreting the meanings
of their underlying communities and the topics that they
represent requires linking them to other available metadata
such as keywords and co-authorship. In terms of structure,
they are also sparser and are likely to exhibit high temporal
variation [51].

Keyword co-occurrence networks are not riddled by the
stated limitations of their counterparts. This type of network
maps knowledge in a domain intuitively by linking ideas that
are related to each other in published research works [52].
The context or topics of a community can be directly inferred
by looking at the respective components. The framework
proposed in this paper operates similarly to those in prior
studies in terms of discovering topics and tracking their tem-
poral evolution in scholarly publications. However, we extend
our analysis to include a predictive component. Our work
contributes to this area by identifying a set of features that
can be used to foresee the future states of topics found in a
dynamic keyword co-occurrence network.

C. COMMUNITY DETECTION
Community detection involves identifying communities,
i.e., partitions of nodes that are densely connected to one

another compared to the rest of the network [53]. This process
provides insights into a network’s latent organization and the
dynamics of certain processes that take place within it. There
are a plethora of community detection algorithms, and they
can be broadly categorized based on whether they identify
disjoint communities or overlapping communities [54]–[57].
Each node in a graph can only represent part of one commu-
nity in the former, while multiple memberships are permitted
in the latter.

There are two main methods for disjoint community detec-
tion. One is the divisive algorithm, which is a top-down tech-
nique because at the start it considers the entire network as a
single cluster and iteratively splits it by eliminating links join-
ing nodes with low similarity and ends up with unique com-
munities. It removes inter-cluster edges in a network based
on low-similarity to separate communities from each other.
Girvan-Newman [53] algorithm makes use of this method.
Another method is the agglomerative algorithm, which is a
bottom-up technique because at the start it considers each
node as a separate cluster and iteratively merge them based
on high similarity and ends up with the unique community.
Newman [58] and Clauset [59] proposed a greedy algorithm
that makes use of the modularity measure to define commu-
nities that have many edges within them and few between
them. Suchmodularity has a high time complexity.Moreover,
it tends to generate a large scale of super-communities.

In order to overcome these drawbacks, Blondal [60] pro-
posed Louvain algorithm. It has a two-phase iterative process
of also a heuristic greedy method for modularity optimiza-
tion, and community aggregation. The initial phase, it starts
with considering each node in the network is a community.
Then it iteratively merges the nodes based on the gain of
modularity until no gain is achieved. When no more improve-
ment is possible, the second phase reconstructs the network
in the way that communities identified in the first phase are
replaced by supernodes. The time complexity of Louvain
algorithm is O(nlogn), while Newman’s greedy algorithm is
O(n)3. Alternatively, spectral clustering techniques operate
by vectorizing network nodes and then clustering them in
a high dimensional space to reveal the community structure
[61]. Walktrap approaches this task by using short random
walks that end up traversing the same set of nodes, which
could possibly constitute a community [62].

On the other hand, there have been many studies about
overlapping community detection. This approach is moti-
vated by the fact that entities represented by nodes can belong
to multiple groups [57]. In the case of a social network,
a person can be part of any number of communities dedicated
to their work, a hobby, or a specific interest. One of the
most well-known algorithms for this purpose is the clique
percolation method, which relies on adjacent cliques to build
communities from the bottom-up [63]. Probabilistic methods
have also been proposed to model network organizations
using a mixture of distributions and thus return fuzzy node
memberships [64]. The other notable techniques involve par-
titioning edges instead of nodes [65], [66].
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FIGURE 1. Overview of TermBall.

III. TermBall: A FRAMEWORK FOR TRACKING AND
PREDICTING TOPIC EVOLUTION TYPES
The components of our proposed framework for tracking and
predicting topic evolution types are illustrated in Figure 1.
TermBall consists of four components: (1) Knowledge Struc-
ture Builder, (2) Topic Structure Extractor, (3) Evolution Type
Tracker, and (4) Evolution Type Predictor.

Given a collection of scientific publications, the Knowl-
edge Structure Builder in TermBall begins with the construc-
tion of a dynamic co-occurrence network using the keywords
that appear in the documents and takes snapshots of this net-
work along a specified time range. Then, TermBall extracts
key sub-structures from the co-occurrence network by per-
forming a community detection algorithm at each snapshot,
in order to discover topics in the literature. The detected
sub-structures are equivalent to the topics that pervade in the
research publications for that time period. Next, to track the
evolution types of topics, it matches the communities across
snapshots and detects the changes in their compositions and
sizes. Finally, a machine learning classifier, trained based on
a set of structural and temporal features from previous topic
structures, predicts whether a given topic will undergo any
growth, survival, shrinking, merging, splitting, and dissolu-
tion events in the next snapshot.

A. KNOWLEDGE STRUCTURE BUILDER
The collective knowledge of a research field is represented
as a dynamic keyword co-occurrence network derived from
a large collection of time-stamped documents. The dynamic
network G consists of a series of snapshots {G1,G2, . . . ,Gn}
taken at equally-spaced time intervals within the specified
time span of the analysis. Each snapshot Gt = (Vt ,Et ) is an

undirected weighted graph that contains the set of keywords
Vt and the set of co-occurrences Et . The weight of an edge is
the number of times a pair of keywords appear together in an
article within the duration of the snapshot.

In this work, we considered two methods by which a
snapshot can be obtained. The first approach involves a
sliding window that is translated across the time intervals.
Snapshots constructed in this manner only account for the
co-occurrences within the most recent time interval. Using
the sliding window, nodes and edges can disappear between
snapshots. The second approach is an aggregate window.
This method takes snapshots by incrementally collapsing
all observed keyword co-occurrences from the beginning
until the present time interval. The differences between these
snapshot formulations are illustrated in Figure 3. Examin-
ing a dynamic network under these two viewpoints enables
short-term and long-term regularities in the knowledge struc-
ture to be accounted for in the process of discovering topics.

B. TOPIC STRUCTURE EXTRACTOR
In our framework, topic structure extraction is equivalent
to community detection at each snapshot of the dynamic
keyword co-occurrence network. This process yields a set
of nt communities {C1

t ,C
2
t , . . . ,C

nt
t } for every snapshot Gt .

A community C j
t is a subgraph (V j

t ,E
j
t ) that represents a

research topic that exists within the time window of the
snapshot. The communities in this representation are not
explicitly defined, and so we employed detection algorithms
that infer community structures in an unsupervised manner.
Many community detection algorithms have been proposed,
and they can be broadly categorized based on whether it
identifies disjoint communities or overlapping communities
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[54]–[57]. Each node in a graph can only represent part of
one community in the former, while multiple memberships
are permitted in the latter.

In this work, we considered and compared two representa-
tive community detection algorithms that they were selected
from each of the approaches. First, for the disjoint community
detection, we adopt Infomap [67] that identifies clusters by
compressing random walks that encode information flow in
the network. This choice was motivated by the size of the
network at hand and the comparative performance of Infomap
versus other state-of-the-art techniques in previous studies
involving synthetic datasets [9], [54]. Second, we deploy
the Order Statistics Local Optimization Method (OSLOM)
for overlapping community detection. OSLOM optimizes
a local objective function which represents the statistical
significance of connections in a discovered cluster com-
pared to a random subgraph [68]. This particular decision to
use OSLOM is owing to its capability to detect clusters in
weighted and dynamic graphs [68].

1) INFOMAP FOR DISJOINT COMMUNITY DETECTION
Infomap is a method based on information theory, wherein
communities are discovered by learning an efficient encod-
ing of a random walk in a network [67]. A random walk
encapsulates how information flows in the graph. Ideally,
an encoding that represents the network structure should be
able to compress its most interesting topological features in
the minimum number of bits possible. When a network has
a modular organization, a random walk is statistically likely
to traverse the same set of nodes in its densely-linked parts.
These traversal patterns can be used to determine a minimum
length encoding by only assigning unique codes to commu-
nities and allowing for node-specific codes to be re-used
across communities. The algorithm specifies an exit code that
marks when the walk moves from one community to another.
The process of finding optimal community assignments is
equivalent to minimizing the description length of a random
walk.

2) OSLOM FOR OVERLAPPING COMMUNITY DETECTION
OSLOM allows detecting overlapped communities from the
weighted networks [68]. OSLOM is a local optimization
method applied to the statistical significance of individual
sub-structures (i.e., communities) that can be measured by
the probability of finding a similar structure (i.e., same size,
degree sequence and internal connections) in a null model
possessing no community structure. OSLOM begins to group
neighbor nodes to obtain a collection of significant, possibly
overlapping communities. Then, it tries to remove or add
nodes to communities in order to increase their significance.
In other words, an external node that has at least one edge
connected to a community is added to it if the connection
is determined to be statistically significant relative to the
previous one. This process is repeated several times and stops
when no new communities are found, and its stability is
ensured by the repetition due to the stochastic nature.

FIGURE 2. Methods for topic structure extraction.

FIGURE 3. Taking snapshots of the dynamic network.

In the initial run of OSLOM, we employed the disjoint
communities returned by Infomap in the first network snap-
shot G1 as the seed subgraphs. For the succeeding runs,
the communities determined by OSLOM in the previous
snapshot Gt−1 were used as starting points for the commu-
nities to be identified in the current snapshot at Gt . To some
extent, this setup imposes temporal smoothing in the process
of community detection across snapshots. We employed the
default settings in the R implementation of Infomap in the
igraph library4 and the code provided by the authors of
OSLOM5 in our experiments. In addition, we allowed for
nodes to be singletons i.e. not part of any community in
OSLOM.

Disjoint communities represent topics that are more dis-
parate, whereas overlapping communities embody the exis-
tence of concepts or ideas that are shared by multiple topics
in a research field. Infomap is employed to find topics in
snapshots from the sliding window approach, while OSLOM
is utilized for topic discovery in snapshots derived from the
aggregate window scheme (as shown in Figure 2). Disjoint
community detection is run on top of sliding window snap-
shots, as this approach allows the extent of a single cohesive
topic to be measured for a particular point in time. In this

4http://igraph.org/r/
5http://www.oslom.org/index.html
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FIGURE 4. Topic continuity calculation.

FIGURE 5. Fluctuation calculation.

manner, we can rank topics in the domain according to the
sizes of their communities. On the other hand, overlapping
community detection is performed on aggregate window
snapshots because this enables the identification of topics that
exhibit increased concept sharing over time.

C. EVOLUTION TYPE TRACKER
1) TOPIC CONTINUITY
We matched the identified communities across consecutive
snapshots based on their similarities to track the continuity of
a research topic. The similarity between a pair of communi-
ties is defined by Hopcroft et al. [69] as:

Sim(C j
t ,C

k
t+1) = min

(
|C j

t ∩ C
k
t+1|

|C j
t |

,
|C j

t ∩ C
k
t+1|

|Ck
t+1|

)
≥ θ

(1)

where C j
t is a community in snapshot Gt and Ck

t+1 is a
community in the subsequent snapshotGt+1. These two com-
munities represent the same topic if their similarity is greater
than or equal to a certain threshold θ .

In essence, the similarity function measures the amount
of keywords that are common to the two communities from
consecutive snapshots. An example is presented in Figure 4.
If we set θ = 0.5, then the two communities in the exam-
ple are matched and correspond to the same topic because
Sim(C i

t ,C
j
t+1) ≥ 0.5. The threshold θ is a hyperparameter in

the framework. If θ is set to a high value, then the number
of persistent topics that can be discovered will be lower,
as communities are more likely to dissolve. On the other
hand, assigning a lower value would increase the number
of persistent topics, with fewer similar keyword composi-
tions over time. One possible approach to tuning θ is to
consider the rate of change in the vocabulary of keywords
that are used in a collection of scientific articles. In the
case of PubMed literature, we set θ = 0.25, as such a
value enabled us to obtain samples for each type of topic
evolution.

FIGURE 6. Topic evolution types.

2) TOPIC EVOLUTION TYPES
If a community has a match in the subsequent snapshot, then
we identify it as a persistent topic. Otherwise, we say that
its topic has dissolved. If a community at snapshot Gt+1 has
no match in the preceding snapshot Gt , then we consider
it as a new community, and more specifically an emergent
topic. If a community atGt has two or more matches atGt+1,
then the topic that it represents has split. Meanwhile, if two
communities at Gt match the same community at Gt+1, then
their corresponding topics have merged.

Persistent communities can be categorized further based on
their fluctuation, which is defined by Ilhan and Oguducu [70]
as:

Fluctuation(C j
t ,C

k
t+1) =

njt+1
nkt
− 1 (2)

where C j
t and C

k
t+1 are matching communities and nkt and

njt+1 are the number of nodes (or keywords) in each respec-
tive community. In essence, the fluctuation measures the
change in size of a topic. We present an example in Fig-
ure 5. If we set φ = 0.10, then the topic represented
by the two communities shown in the example has grown,
because Fluctuation(C i

t ,C
j
t+1) = 0.20 > 0.10. Based on

the threshold φ, a persistent topic can either grow, survive,
or shrink over time. We set φ = 0.10, in order to consider
a 10% increase in community size as substantial growth in
our analysis of PubMed. The list of possible topic evolution
is illustrated and defined in Figure 6.

D. EVOLUTION TYPE PREDICTOR
The task of predicting the evolution of a research topic can
be considered as a supervised classification problem. Com-
munities at a snapshot Gt are labeled based on the events that
they undergo in the next snapshot Gt+1. Thus, topic evolu-
tion prediction becomes a six-label classification task. Our
prediction model covers all previously defined events except
for emergence.We first define a set of 42 handcrafted features
to represent previously discovered communities. This feature
set is then used to construct our prediction model.
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TABLE 1. Structural features of a topic.

TABLE 2. Temporal features of a topic.

Structural and temporal properties were extracted from the
communities to forecast their future states. The structural
features of a topic, which are listed in Table 1, are static
attributes that can be derived from its community repre-
sentation within a single snapshot. These features aim to
characterize the strengths of connections among community
components in the current time snap. Hence, they are grouped
according to the network components on which they are
based: subgraphs, nodes, edges, and weights. Meanwhile,
Table 2 lists the temporal features, which reflect changes in
the properties of a community, using its former instance in a
preceding snapshot as a point of reference. Similarly to the
structural properties, we grouped these features according to
the structural components from which they are taken.

Based on the derived features, we employed a super-
vised classification model to predict what type of evolu-
tion will occur for a topic in the next snapshot of the key-
word co-occurrence network. Depending on the nature of
the corpus, the representation of each possible event can be
highly imbalanced. Hence, our framework employs the Syn-
thetic Minority Oversampling TEchnique (SMOTE), which
undersamples the majority class and oversamples the minor-
ity class to arrive at a relatively balanced dataset prior to

model training [71]. To predict topic evolution, we trained
a set of classifiers including support vector machines (SVM),
k-nearest neighbor (KNN), logistic regression, AdaBoost,
and random forest.

IV. EVALUATION
In this section, we discuss the insights provided by our pro-
posed framework in the context of PubMed literature. In the
first part, we provide a global view of the overall develop-
ment of knowledge in the biomedical domain as evident in
PubMed. In the second part, we delve into a retrospective
analysis of topics.We identify the major topics that have been
prevalent in the history of PubMed. We also illustrate the
different types of topic evolution undergone by some of the
discovered persistent topics. Finally, we present a predictive
analysis of topic evolution based on the model that resulted
from our proposed framework. We utilize this model to pre-
dict how the current major topics will change after five years.

For the purpose of demonstrating how this framework
performs the tasks of finding topics and analyzing their evo-
lution, we apply it to a large corpus of scientific articles in
the biomedical domain. The analysis presented in this paper
is based on 18.54 million papers that were published from
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FIGURE 7. A sample article in PubMed and its MeSH terms.

1980 to 2014 and are currently contained in PubMed.6 Each
article in PubMed is annotated using a specialized set of
keywords from a biomedical ontology calledMedical Subject
Headings (MeSH).7 A sample article and its corresponding
MeSH terms are shown in Figure 7. The highlighted terms
are the major subjects or nodes in the keyword co-occurrence
network. This corpus is distributed using XML files, where
articles and their metadata are accessible in a structured
format. We only employed the MeSH terms that were tagged
as the primary subjects of a publication for constructing the
keyword co-occurrence network. Also, we limited the edges
in our network representation to only be betweenMeSH terms
that co-occurred more than five times within the interval
of the snapshot. These filtering processes ensure that we
constrain our analysis to the most relevant conceptual rela-
tionships in the domain. Finally, community detection at each
snapshot of the dynamic co-occurrence network enabled us to
identify the dominant research topics in the PubMed corpus
at different points in history. The dominant topics found in
the disjoint and overlapping setup show a high degree of

6https://www.ncbi.nlm.nih.gov/pubmed/
7https://www.nlm.nih.gov/pubs/factsheets/mesh.html

similarity evenwhen the duration of the timewindows in their
snapshots are different.

A. TOPIC EVOLUTION TYPES IN PubMed
TermBall identified existing topic evolution types in Pub-
Meb by tracking each topic structures. The distribution of
evolution types across community size groups is displayed
in Figure 8. In Figure 8, we can see that the likelihood
of growth increases from smaller to larger communities,
while the likelihood of dissolution decreases. This pattern
suggests that the evolving knowledge structure in PubMed
also exhibits the preferential attachment (‘‘rich-get-richer’’)
phenomenon [72], [73]. The merging and splitting of topics
are less frequent events, because persistent communities tend
to remain cohesive over their lifetime. Our detailed qualitative
analysis results on the topic evolution types in PubMeb are
followed.

1) GROWTH, SURVIVAL, AND SHRINKING
The continuity of a research topic can be traced by matching
communities found between successive timesteps. We were
able to identify 41 major topics that persisted throughout the
duration of our analysis (1980-2014). We consider a commu-
nity to be a major topic if it has been composed of at least
100 MeSH terms at some point in the snapshots. Of these
major topics, 80% exhibit continual growth, but at varying
rates over time.We could observe that the keyword communi-
ties ofCancer Research,Mental Disorders, andPhytotherapy
have considerably expanded over the years. The other persis-
tent communities, such as Neuroscience and Anti-bacterial
Agents, appear to maintain a relatively steady growth com-
pared to the others. Community growth can be interpreted as
the elaboration and specialization of a research area. In terms
of publications, this implies that new associations are formed
and new ideas are being embraced in the field.

FIGURE 8. Histogram of evolution events across community sizes (equal bin size of 43 was selected for exact mapping).
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FIGURE 9. Network statistics of selected major topics.

In Figures 9a, we present a temporal examination of the
size of the subgraphs corresponding to six of the largest per-
sistent communities in the keyword co-occurrence network.
These topics dominate the research landscape in the period
2010-2014. The subgraph densities of these communities are
also shown in Figure 9b. As opposed to the behavior of the
network at large, the subgraphs of Diabetes, Phytotherapy,
and Cancer Research actually exhibit a decreasing density
over time. On the other hand, the Neuroscience and Mental
Disorders communities appear to maintain a relatively sta-
ble density. The Anti-bacterial Agents community noticeably
plateaued before decreasing in the final snapshot.

In addition, we present the average clustering coefficients
of the aforementioned communities in Figure 9c. Concern-
ing their respective clustering coefficients, the subgraphs
of interest exhibit a decreasing trend. We can interpret
these structural changes in light of the sustained growth
of these communities. As more MeSH terms are acquired by
these communities, their number of possible internal connec-
tions increases exponentially, thus resulting in the decline
of the aforementioned structural properties. We can further
relate these observations to that of Palla et al. [10], wherein
large groups in time-evolving networks were found to pre-
vail longer if they are capable of dynamically altering their
membership. The dynamic reconfiguration of community
members enables a cluster to handle the influx of new nodes.
If this property holds, then large communities become more
adaptable and resilient to fluctuations in the network. In the
case of PubMed’s evolving knowledge structure, a decrease in
density and the clustering coefficient allows these major top-
ics to accommodate more keywords and continue to expand
in the future.

There are also persistent topics that exhibit continuous
shrinkage over time. The topic of Occupational Diseases
exemplifies this case. This keyword community began with
118 nodes in the first snapshot of the network (1980-1984),
but has since reduced to include only 73 MeSH terms in
the most recent snapshot (2010-2014). This phenomenon can
signify a decrease of interest in this topic, and hence the
pool of keywords has shrunk over time. This finding could
also be explained by the increased co-occurrence of keywords
originally belonging to this topic with keywords from another
topic, resulting in a change in membership from the former
to the latter.

TABLE 3. Splitting of Brain-related Diseases.

2) MERGING AND SPLITTING
With the prevalence of interdisciplinary practice in science,
it would be interesting to ask how collaborations among dif-
ferent fields of expertise have shaped the temporal knowledge
landscape within PubMed through the merging and splitting
of keyword communities. In Table 3 and Table 4, we present
notable examples of these events in our analysis. The first
case illustrates the splitting of the cluster of Brain-related
Diseases. This topic existed as one cohesive community
since the first snapshot but has recently divided into two
communities corresponding to Brain Neoplasms and Hydro-
cephalus in 2010-2014. The splitting of a community can
represent the decomposition of a topic into more specialized
subareas or the divergence of research questions towards
different trajectories. The other instances of splitting that we
detected include the forking of the Chromosomes topic into
the more specific foci of Biological and Molecular Evolution
and Chromosome Aberrations, Translocation, and Deletions
in 1995-1999. The two segments that originated from this
split have been consistently detected as separate communities
until the present.

The palpable effect of interdisciplinary research on the
overall knowledge structure is perhaps most evident in
topic merging events. The increasing number of publications
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TABLE 4. Merging of Coronary Heart Disease and Arterial Diseases.

TABLE 5. Development of Medical Image Processing.

resulting from collaborative projects induces the flow of ideas
from one discipline to another. In our model, this knowledge
transfer can be observed as an increase in edges between com-
munities as their keywords co-occur more often in the litera-
ture. The merging of Coronary Heart Disease with Arterial
Diseases is an example of the convergence of closely related
communities. These topics began as independent modules in
our analysis but have been combined in a singular cluster
since 2004.

3) EMERGING RESEARCH TOPICS
In the context of our proposed framework, we define emerg-
ing research topics as communities that were not present in
past instances of the network but have gone on to become
major topics from their initial point of discovery until the
present time. This definition naturally excludes communities
that were found in the first network snapshot. Some of the
fairly recent emerging topics we have discovered in our anal-
ysis are presented in Table 5 and Table 6. The formation of the
Medical Image Processing community can be associated with
the continued integration of computer vision research into
medical applications. This process can also be attributed to

TABLE 6. Development of Disease Outbreaks.

TABLE 7. Development of Anti-Bacterial Agents.

TABLE 8. Development of Diabetes.

the increase in computing power over recent years, allowing
for more sophisticated and resource-intensive algorithms to
be employed for such purposes. Meanwhile, we can explain
the emergence of Disease Outbreaks as a possible response
of the biomedical community to the severe acute respira-
tory syndrome (SARS) outbreak that became a major global
health threat in 2002-2004 [74].

In addition to detecting emerging themes in the domain
at large, we also found that shifts in interests within a per-
sistent topic can be observed by examining changes in the
centralities of its member nodes. For instance, in Table 7,
the interest in Drug Resistance in research on Anti-bacterial
Agents became apparent when this node garnered a higher
PageRank within the community after 1995. On the other
hand, the rise of Cardiovascular Diseases in the ranks of
keywords within the topic of Diabetes (Table 8) can be
credited to the growing scientific output investigating the
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co-morbidities of these lifestyle diseases. For the recently
formed Medical Image Processing community in Table 5,
the increase in the centrality of Pattern Recognition reflects
how machine learning has established itself at the core of
biomedical applications in recent years. Finally, the remark-
able surge of Influenza A Virus, H1N1 Subtype within the
Disease Outbreaks community in 2010-2014 (Table 6) can be
considered as the aftermath of the AH1N1 outbreak in 2009
[75]. These examples illustrate how our framework could be
employed to screen for ‘‘hot’’ keywords within more general
topics discovered in a large corpus.

B. PREDICTION PERFORMANCE ON TOPIC
EVOLUTION TYPES
We trained several classifiers including SVM, KNN, logis-
tic regression, AdaBoost, and random forest to predict how
topics will evolve after five years in both the sliding and
aggregate window setups.

As illustrated in Figure 2, we used two modes of
topic discovery for labeling: (1) disjoint community detec-
tion (Infomap) with slide windowing, and (2) overlapping
community detection (OSLOM)with aggregated windowing.
There were 323 disjoint communities discovered by Infomap
in the sliding window snapshots, while there were 1,271 over-
lapping communities found by OSLOM in the aggregate win-
dow snapshots. These previously discovered topics, whose
evolutions are already known, were employed in training and
testing the prediction model.

In Figure 10, we present the cross-validated evaluation for
the accuracy, precision, recall, and F1-score in the two cases.
In both setups, the random forest model consistently outper-
formed all the other classifiers. The best performance was
achieved when the topic evolution prediction was modeled
using disjoint communities in sliding window snapshots. The
overall accuracy in this setting was at 82.95% for predicting
which of the six possible events will occur for a topic within
five years.

We present the normalized confusion matrix for the ran-
dom forest model in Figure 11. We can infer that most of
the mistakes incurred by the model are concentrated on the
growth and dissolution events. On the other hand, themodel is
able to predict merge and split events with considerably high
accuracies. This difference in performance can be attributed
to the limited examples available for these two event types.
It is also worth noting that even though our model can predict
topic merging, it is unable to determine which two communi-
ties will specifically converge together.

Furthermore, we assessed the importance of the hand-
crafted structural and temporal features in community evolu-
tion predictions from the resulting random forest classifier.
As shown in Table 9, the distribution of node clustering
coefficients, cohesion, and density change rank as the highest
among all the derived features. We note that the majority of
the most informative features are structural.

Finally, we apply our trained model to predict the evolu-
tions of topics discovered in the most recent snapshot of the

FIGURE 10. Topic evolution prediction results.

FIGURE 11. Confusion matrix for topic evolution prediction.

PubMed knowledge structure. Among the largest keyword
communities, continued growth is foreseen for Mental Dis-
orders, Anti-Bacterial Agents, and Diabetes by 2019. Mean-
while, our model predicts the future splitting of Artificial
Nanoparticles, Neuroscience, and Environmental Monitor-
ing. Furthermore, Cancer Research and Phytotherapy are
expected to dissolve. However, this prediction does not nec-
essarily mean that these topics will disappear entirely. Due
to the relative sizes of these communities compared to the
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TABLE 9. Ranking of features.

others, it is possible that they will only divide into smaller
and more specialized communities in the coming years.

V. DISCUSSION
Tracking the overall behavior of the dynamic network in
terms of its global structural properties enabled us to quan-
titatively describe the evolution of knowledge at large over
extended periods of time. These insights serve as a ‘‘bird’s eye
view’’ of the domain which can provide researchers and other
decision-makers with the ability to understand the general
trajectory of a highly diverse and dynamic research area.
The results of this analysis extend the view of stakeholders
from their respective specialized research areas to the field
in its entirety. Furthermore, because we have defined a set
of measures that can describe the state of knowledge at a
given point in time, it is possible to extrapolate these values
in the future through a time series analysis. Therefore, we can
forecast how a field will evolve in an aggregate manner based
on the previous network size, density, and diameter.

The retrospective analysis of topic evolution in our frame-
work is based on the changes in size and composition of
keyword communities. This allows stakeholders to take a
high-level view of the organization of the domain knowledge
at a given time and the influences of historical events on
the structure of the dynamic network. Our experiments on
biomedical literature demonstrated that the emergence of
topics, as evidenced by the formation of new keyword com-
munities, can be explained by notable events such as global
outbreaks of diseases and the application of new computa-
tional techniques to biomedical challenges. In our analysis,
we identified topics based on the nodes in their communities
that bear the highest PageRank. These nodes are considered
as the core concepts representing a topic. Our investigation
revealed that shifts in research interests or foci within topics
become apparent when these core concepts are examined over
time. As with the formation of new communities, the increase
of keywords in the centrality of a topic is also impacted by
events and trends in research practice.

Aside from a historical account of topic evolution, our
framework offers a predictive analysis of research trends in
science. We cast topic evolution prediction as a supervised
classification problem. Our experiments have demonstrated
that we can predict the future state of prevalent research topics

with high accuracy. We were also able to assess which of
the handcrafted structural and temporal features were infor-
mative in the prediction task. The foresight provided by our
proposed framework can be employed by researchers and
funding agencies to determine which particular topics are
predisposed to growth and which are becoming less popular,
so that they can allocate their resources accordingly. In effect,
they can sift through the massive volume of literature and
determine the most interesting topics.

One possible limitation that arises from our network-based
representation is the reliance of our technique on the exis-
tence of a controlled vocabulary of keywords such as the
MeSH ontology in PubMed. In the absence of such a spe-
cialized ontology, natural language processing techniques to
extract entities of interest from the raw text are warranted
to obtain appropriate nodes that will comprise the dynamic
network. However, because most scholarly work is now dis-
tributed online, the process of recommending keywords from
domain-specific vocabularies for indexing articles is increas-
ingly becoming the norm. Hence, the proposed framework
can be still applied in other research areas.

In addition, our approach has a limitation that cannot
capture new emerging topic, if all the related terms to the
topic are not included MeSH terms. However, we think that
the effects of this limitation are not serious in practical sit-
uations. First, MeSH terms well represent a study because
the researchers manually select the terms as the most rep-
resentative ones of their study, and MeSH terms are often
used as ground-truth data in topic discovery research. Second,
the limitation mostly occurs in the first stage. At first, some
keywords in the new emerging topic would not be included in
MeSH terms. However, if the topic keeps growing, and many
researchers begin to cover them, the keywords will be likely
included in MeSH terms, and our framework can work with
the topic. Furthermore, if the smaller window size is used,
the limitation of our framework can be mitigated by tracking
topic evolution at a micro-level.

As future work, we aim to explore the effect of coupling the
dynamic keyword co-occurrence network with citation and
co-authorship networks in the task of tracking and predicting
topic evolution. These networks, constructed from different
types of scholarly metadata, introduce a variety of perspec-
tives on the interaction of ideas and the flow of information
in science. Hence, theymay be able to complement each other
and together can capture the evolution of a research field in
a more holistic and comprehensive manner. We also aim to
employ the framework in the construction of a knowledge
exploration platform that can visualize knowledge structures
and enable users to zoom in and out to their areas of interest.
Finally, we intend to leverage this paradigm in the task of
recommending hypotheses to researchers.

VI. CONCLUSIONS
We have proposed TermBall, a holistic framework that mod-
els knowledge structure of research topics and tracks/predicts
the evolution of research topics. TermBall represents
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research topics as communities of keywords in a dynamic
co-occurrence network. Based on a large number of scientific
publications, our framework has provided a retrospective and
predictive analysis of how these topics will develop over
time. The progress of research in an area is reflected by its
persistence and growth as a community of keywords. Further-
more, we have demonstrated that the evolution of the research
landscape is apparent not only in terms of community events
but also in the changes in centrality among member nodes
or keywords. Our framework draws the big picture from
millions of published studies in a domain and thus provides
insights into shifting research trends in science. We believe
that this approach can be further applied to other scholarly
archives with existing ontologies of technical terms.
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